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Chapter 1

Introduction

Growing concern about the increase of carbon dioxide emissions and their
impact on climate change has raised significant interest in developing econom-
ically viable technologies for carbon dioxide reduction [1–4]. Among various
strategies, converting carbon dioxide into valuable chemicals such as formic
acid has garnered attention due to its wide range of applications in industries
ranging from pharmaceuticals to fuel cells [5–11]. One of the possible routes
for carbon dioxide conversion is the electrochemical reduction to formic acid
in aqueous solutions [12–15], which is not optimal due to the low solubility
of this gas [16]. It is crucial to investigate the possibilities of improving the
solubility of carbon dioxide and thus the efficiency of its conversion without
decreasing the ionic conductivity of an electrolyte solution that leads to a pH
drop due to higher carbon dioxide dissolution favoring the hydrogen evolution
reaction (HER) [17]. Another method for formic acid production is the carbon
dioxide hydrogenation reaction in which a catalyst is needed to mediate the
reduction [18]. The cost of transition metal catalysts and the toxicity of the
transition elements are two major limitations in their usage [19]. This thesis
explores advanced methods for formic acid production through molecular sim-
ulation studies. The possibilities of improving both the electrochemical reduc-
tion of carbon dioxide to formic acid in an aqueous solution and the carbon
dioxide hydrogenation reaction are investigated and alternative approaches are
proposed.

1.1— Reduction of Carbon Emissions
Reducing greenhouse gas emissions has become an urgent priority, as man-
dated by the European Climate Law, which requires the European Union to
achieve climate neutrality by 2050 [20]. Between 2019 and 2023, global energy-
related carbon dioxide emissions increased by approximately 4.2 billion tonnes
(Gt) from 33.2 Gt [21] to 37.4 Gt [22]. The implementation of clean energy
technologies prevented the carbon dioxide emissions from energy combustion
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from increasing threefold [22]. In the Netherlands, the central objective of the
government’s National Climate Agreement [23] is to reduce greenhouse gas
emissions by 49% compared to 1990 levels. On a European scale, the govern-
ment is pushing for a 55% reduction in greenhouse gas emissions by 2030, and
several initiatives are underway in the Netherlands to achieve these carbon
dioxide reduction targets [23]. In the built environment of the Netherlands,
efforts are focused on enhancing the energy efficiency of 1.5 million homes and
reducing carbon dioxide emissions by an additional 1 Mt for utility buildings
to achieve the goal of reducing total emissions by 3.4 Mt by 2030 [23]. New
buildings will no longer be heated with natural gas, and existing buildings are
being upgraded to enable fossil-free heating. Municipalities are spearheading
local, participative approaches to achieve emission-free housing, neighborhood
by neighborhood. In the traffic and transport sector, the goal is for all new
passenger cars to be emission-free by 2035 [24]. This initiative is supported
by various taxation measures to incentivize electric vehicles. Encouraging a
shift from cars to bicycles and public transport, along with smart solutions
for more efficient and sustainable logistics are also key components of this
strategy [23]. In the electricity sector, coal-fired electricity generation is ex-
pected to be phased out by 2025/2030 [23]. Offshore wind power is being
accelerated, along with the growth of onshore wind and solar energy. Sub-
sidies for additional renewable energy capacity are in place until 2025, aiming
for an estimated 70% renewable share in electricity production by 2030 [23].
Agriculture and land use are also important areas for emission reduction. Ini-
tiatives include sustainable heating in greenhouse horticulture, reducing meth-
ane emissions from livestock through improved manure processing, and carbon
storage in soil and vegetation through pilot programs for climate-friendly land
use [23].

The industrial sector is set to introduce a targeted carbon levy, starting at
e30 per tonne in 2021 and rising to e125-150 per tonne by 2030, which includes
the Emissions Trading System (ETS) price for every tonne emitted beyond a
fixed reduction path [20]. The Renewable Energy Grant Scheme (SDE) and
other carbon dioxide-reducing options, such as carbon capture, utilization,
and storage (CC(U)S), are being implemented [23]. Funding is also directed
towards innovation in hydrogen and other sustainable fuels [23]. Advancing
sustainable energy technologies that significantly decrease emissions remains
a crucial area for future research. One economically attractive method to re-
duce carbon dioxide emissions is capturing it at the source of production and
converting into valuable chemicals such as formic acid, salicylic acid, meth-
anol, urea, propylene, and polyols [1–4]. The focus of this work is to propose
advancements in methods for the conversion of carbon dioxide to formic acid,
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primarily because formic acid has significant industrial applications, a higher
market value, and a relatively simpler conversion process compared to other
products [4, 25, 26].

1.2— Formic Acid Production
Formic acid, also known as methanoic acid (HCOOH, FA), is a colorless and
corrosive liquid with a sharp, pungent odor [8]. A schematic representation of
the molecule model is shown in Figure 1.1. It is the strongest unsubstituted
alkyl carboxylic acid, with a pKa of 3.745 [27]. The acid is fully miscible with
water and many polar solvents, but it only partially mixes with hydrocar-
bons [8]. In the vapor phase, formic acid molecules tend to dimerize, resulting
in non-ideal gas behavior, with about 95% of the vapor existing in dimerized
form at room temperature and normal pressure [8]. While formic acid re-
mains stable at room temperature, it exhibits thermal instability, leading to
decomposition [28].

Formic acid has a variety of industrial applications, see Figure 1.2. It is
predominantly used in the animal feed industry and grass silage (27%), where
it is used for ensiling difficult-to-ensile materials, limiting fermentation when
ensiling crimped high-moisture grain, and as a preservative and antibacterial
agent, helping to improve the storage and quality of feed and silage [8]. In
leather tanning (22%), formic acid is used as a leveling agent that facilitates
the movement of dye across the leather surface, ensuring a more consistent
and even distribution for a smoother appearance [8]. In the pharmaceuticals
and food chemicals industry (14%), it acts as an intermediate in the synthesis
of various drugs including insulin, caffeine, aspartame, or vitamin B1, and as
a preservative in food products [8, 29]. It is also used for Salmonella decon-
tamination [8]. In textiles (9%), formic acid is used to adjust pH in dyeing
wool, nylon, and other natural and synthetic fibers with acid and chrome dyes,
neutralize alkaline solutions and aid in rinsing during laundering processes [8].
In the natural rubber industry (7%), it is used for coagulating latex, which is
essential in rubber production [8]. In drilling fluids (4%), formic acid functions
as a component of drilling muds, which are used in oil and gas extraction to
cool and lubricate drilling equipment and to carry cuttings to the surface [30].
The remaining 17% is utilized in other miscellaneous applications, such as in
cleaning products, electroplating, and as a reducing agent in various chemical
processes [8, 31]. In the chemical industry, formic acid is a primary product
with a production capacity of 800,000 tons per year as of 2017 [18, 32]. The
formic acid global market value is forecast to increase from 1.8 billion dol-
lars in 2023 to 2.8 billion dollars by 2033 [33]. The current main method of
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Fig. 1.1. Schematic representation of the formic acid model visualized using iRASPA [38],
where red atoms represent oxygen, grey atoms represent carbon, and white atoms represent
hydrogen.

producing formic acid is through methanol carbonylation, which generates a
formate ester that is hydrolyzed to formic acid [8, 34–36]. This process, which
became economically viable in the 1970s, was the basis for around 81% of the
world’s formic acid production capacity in 2014 [8]. Major producers using this
method include BASF in Germany and Kemira in Finland, as well as Chinese
companies like Feicheng Acid Chemicals and Luxi Chemical Group [8]. An-
other method involves producing formic acid from its salts, primarily sodium
formate and calcium formate, through acidolysis with sulfuric or phosphoric
acid [8]. Although the market share of this method has decreased, it is still
practiced by companies like Perstorp in Sweden and some smaller producers
in China, accounting for 19% of production capacity in 2014 [8]. Historically,
formic acid was also a byproduct of acetic acid production from the liquid-
phase oxidation of butane or naphtha, but this process has largely been re-
placed by methanol carbonylation, which does not produce formic acid [37].
The hydrolysis of formamide was another significant production method until
the 1970s, but it became economically less viable due to the consumption of
ammonia and sulfuric acid and the byproduct ammonium sulfate [8].

Several electrochemical methods for producing formic acid or formate salts
from carbon dioxide are currently under development [14]. Significant ad-
vancements in catalyst systems and electrode designs in recent years have led
to substantially higher formic acid production yields [8]. Within the scope
of this thesis, two methods for producing formic acid are examined. The first
method is an electrochemical reduction of carbon dioxide in aqueous electrolyte
solutions. This method uses renewable electricity to convert carbon dioxide
into formic acid aiding carbon capture and utilization [39, 40]. While obtained
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Fig. 1.2. Distribution of formic acid application across various industries in 2021 [8, 31].
Formic acid is predominantly used in the animal feed industry and grass silage (27%),
leather tanning (22%), pharmaceuticals and food chemicals (14%), textiles (9%), natural
rubber (7%), drilling fluids (4%), and other miscellaneous applications (17%).

formic acid is a useful carrier for hydrogen and carbon monoxide contribut-
ing to energy storage [41], this process faces challenges in competing with
traditional fossil-fuel-based methods, such as complexity of mixtures, dilute
products, high pH solutions favoring the formation of formate, and high-cost
downstream processing [17, 42, 43]. The second method is carbon dioxide
hydrogenation to formic acid [18] in the confinement of metal-organic frame-
works. The effects of confinement affect reaction equilibrium by Le Chatelier’s
principle [44] enhancing the yield of formic acid, and potentially offering a
less toxic and less expensive alternative or addition to conventional transition
metal catalysts [19].

1.2.1 – Electrochemical Reduction of Carbon Dioxide
The electrochemical reduction of carbon dioxide in aqueous electrolyte solu-

tions is a promising method for producing formic acid and formate salts [12–
15]. This process is less resource-intensive than traditional methods such as
methanol carbonylation and utilizes carbon dioxide, a widely available resource
while avoiding the production of intermediates [12–15]. Carbon dioxide is re-
duced at the cathode in an electrolyzer, while the oxygen evolution reaction
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occurs at the anode. At low pH, the competing cathodic hydrogen evolution
reaction (HER) dominates over the carbon dioxide reduction, decreasing the
efficiency and selectivity of formic acid production [12]. Additionally, tin-based
electrodes commonly used for carbon dioxide reduction can be affected by de-
gradation/deactivation through the formation of alkali metals under solution
acidification [17, 45, 46]. Suppressing the HER by performing the reduction
of carbon dioxide in alkaline media leads to improved selectivity towards the
production of formate and hydroxide ions [17]:

CO2 +H2O+ 2e− → HCOO− +OH− (1.1)

The product can be formic acid or formate depending on the pH [12]. The mo-
lecular form of formic acid and its ionic formate form exhibit slight differences,
yet their dissociation state significantly influences the choice of downstream
separation processes [17]. Ramdin et al. [17] conducted an economic ana-
lysis on methods for processing formic acid and formate, demonstrating the
higher value of formic acid as a product compared to formate. Converting
formate solutions into formic acid incurs significant costs due to the necessary
separation, concentration, and acidification processes [17]. Although electro-
chemical reduction of carbon dioxide is traditionally performed in alkaline
solutions, which favors formate production, market demands for formic acid
have driven research towards acidic conditions with pH-neutral electrolytes
like sodium chloride, which become slightly acidic upon carbon dioxide dis-
solution [17]. Additionally, it has been observed that at high pH levels, the
electrode materials can be affected by degradation/dissolution under cathodic
polarization, which can compromise the stability and efficiency of the pro-
cess [46]. However, challenges such as trade-offs between increasing carbon
dioxide solubility without compromising ionic conductivity remain, highlight-
ing the necessity for further investigation. High-pressure carbon dioxide and
gas diffusion electrodes have been explored to improve yield, but the prob-
lems of fouling and crystallization persist [16, 47–49]. Research has shown
that adding salts can affect carbon dioxide solubility, with studies focusing on
pure water solutions [50–53]. Economic evaluations using potassium hydroxide
and potassium sulfate as electrolytes indicate the need for optimized process
designs to enhance carbon dioxide solubility and conversion efficiency [17].

1.2.2 –Carbon Dioxide Hydrogenation
The hydrogenation of carbon dioxide into formic acid is a challenging process

due to the high kinetic and thermodynamic stability of carbon dioxide [18].
The reaction can be represented as:

CO2 +H2 ⇄ HCOOH (1.2)
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Ghara et al. [19] calculated the free energy change for carbon dioxide hydro-
genation to formic acid to be ca. 42 kJ mol−1. Additionally, the free energy
barrier for carbon dioxide hydrogenation in the gas phase was determined as
ca. 351 kJ mol−1 [19]. Due to the high free energy barrier of carbon dioxide
hydrogenation, the use of a catalyst is needed [19]. Over the past few dec-
ades, various transition metal-based catalysts have been developed for carbon
dioxide hydrogenation, including catalysts with phosphine ligands [54–58], pin-
cer ligands [59–61], N-heterocyclic carbene ligands [62–64], and half-sandwich
catalysts with or without proton-responsive ligands [65–69]. However, the cost
and toxicity of transition metal catalysts are significant limitations [19], need-
ing further research to improve carbon dioxide hydrogenation efficiency while
reducing costs and toxicity.

An alternative or supplement to transition metal catalysts is the use of
porous materials such as metal-organic frameworks, which can shift the ther-
modynamic equilibrium of the reaction. The confinement effects in porous ma-
terials can affect reaction equilibrium via several mechanisms: (a) the higher
density of the pore phase compared to the bulk phase, which increases the
yield for reactions where the total number of moles decreases, according to
Le Chatelier’s principle [44]; (b) the molecular orientation of reactants and
reaction products influenced by the vicinity of the neighboring pore walls; and
(c) the selective adsorption of favored components on solid surfaces [70]. The
interactions between the framework and adsorbates can favor the formation
of certain components. The separation of favored components from the mix-
ture promotes their increased formation by Le Chatelier’s principle [44]. To
reach favorable thermodynamic equilibrium in MOFs, a low free energy bar-
rier for the reaction is still essential. Therefore, either the simultaneous use of
MOFs with catalysts to enhance formic acid formation is necessary, or future
research should focus on improving the catalytic effects of MOFs to potentially
eliminate the need for transitional metal catalysts.

1.3— Metal-Organic Frameworks
Metal-organic frameworks (MOFs) are extended one, two, or three-dimensional
porous structures composed of transition metal ions, linked together by rigid
rod-like organic linkers [71, 72]. These structures are prepared as crystalline
solids through the solution reaction of metal ion salts with organic bridges [73].
The exploration of these novel materials began with Tomic in 1965, who invest-
igated MOFs as thermally stable coordination polymers [74]. Later, Yaghi and
his coworkers significantly advanced the field by designing and synthesizing an
exceptionally stable and highly porous MOF called MOF-5 [75].
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The most important advantages of MOFs are relatively good stability,
porosity, organic functionality, and tunable properties. The ability to con-
trol the pore structure makes functionalized MOFs more attractive micropor-
ous materials than zeolites and microporous carbons [76–78]. This flexibility
in modifying physicochemical properties has led to the design of approxim-
ately 100,000 MOF structures, constituting about 8% entries of the Cambridge
Structural Database, which contains over 1 million structures in total [79]. The
primary objective of developing new MOF structures is to explore their ap-
plications in various fields, including gas storage [80, 81], separation [82, 83],
catalysis [84, 85], drug delivery [86, 87], enzyme immobilization [88, 89], sens-
ing [90, 91], and water sustainability [92]. The potential advantages of MOF-
based catalysts include easier separation and recycling of the catalyst, reduced
costs due to metal-free catalytic sites, high thermal stability, the combination
of carbon dioxide capture and conversion steps, pore-confinement effects, and
mild conditions for carbon dioxide reduction due to low reaction barriers [93].
The metal-organic frameworks investigated in this thesis are UiO-66, IRMOF-
1, Cu-BTC, and M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn), see Figure 1.3.
The metal-organic frameworks UiO-66, IRMOF-1, and Cu-BTC were chosen
for their varying pore sizes, which enable the assessment of confinement impact
on the carbon dioxide hydrogenation reaction. The M-MOF-74 series, due to
its isostructural nature and open metal centers, allows for the evaluation of
the effects of different types of metal cations on carbon dioxide hydrogenation
independently of pore size.

UiO-66
UiO-66 consists of hexa-nuclear Zr6O4(OH)4 inorganic nodes which form lat-

tices by 1,4-benzene-dicarboxylate linker [96]. This MOF is notable for its
high surface area, porosity, and the catalytic properties of its zirconium oxide
node. It also shows superior stability in mechanical, thermal, acidic, aqueous,
and water vapor environments, and can be synthesized easily on a laboratory
scale [96]. The inorganic center contains polar hydroxy groups, contributing to
the exceptional stability of UiO-66, particularly its ability to undergo reversible
changes between its hydroxylated and dehydroxylated forms without altering
the linked carboxylate ligands [97]. This stability is likely due to narrow pores
and sterically hindered metal carboxylate sites, which reduce accessibility to
water [98]. Unlike structures with open-metal sites, the fully saturated metal
centers cannot coordinate with other molecules. UiO-66 is known for contain-
ing a significant number of defects in the form of missing linkers, which can
considerably affect its adsorption properties [99]. Nevertheless, it has been
determined to be an effective adsorbent for both carbon dioxide and hydro-
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(a) (b)

(c) (d)

Fig. 1.3. Schematic representation of several MOFs visualized using iRASPA [38]: (a)
UiO-66, (b) IRMOF-1, (c) Cu-BTC, and (d) M-MOF-74. The pore distributions and the
void fractions of the structures were computed using the RASPA software package [94, 95].
UiO-66 has two types of micropores with diameters of 3.5 Å and 7 Å, and the void fraction
of 0.507. IRMOF-1 contains larger micropores with diameters of 11 Å and 15 Å, with the
void fraction of 0.815. Cu-BTC is characterized by micropores with diameters of 5 Å, 11
Å, and 13 Å, and the void fraction of 0.746. The M-MOF-74 series has micropores with a
diameter of 11 Å, and the void fractions of ca. 0.7.

gen, demonstrating significant adsorption capacity under high-pressure and
low-temperature conditions for hydrogen (4.2 wt% at 60 bar, 77 K) [100], and
notable efficiency for carbon dioxide adsorption at moderate pressures and
temperatures (35.6 wt% at 9.8 bar and 273 K) [101].

IRMOF-1
IRMOF-1 belongs to an isoreticular class of MOFs with a cubic topology.

First reported in 1999, IRMOF-1 forms a network consisting of Zn4O units
joined by linear 1,4-benzenedicarboxylate links [102]. Despite not containing
open-metal sites, IRMOF-1 is highly water unstable, similar to other struc-
tures with Zn as a central atom, which limits its potential applications [103].
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IRMOF-1 is one of the most widely studied MOFs in scientific literature due to
its well-defined structure and potential in gas storage applications, especially
for hydrogen [80, 104–108].

Cu-BTC
Cu-BTC, also known as MOF-199 and HKUST-1, was first reported by Chui

et al. [109] in 1999. Cu-BTC consists of metal coordination polymers where
copper ions act as nodes and benzene-1,3,5-tricarboxylate (BTC) ligands act
as linkers, forming a porous crystalline structure. Each copper ion is typic-
ally bound to four BTC ligands, with each ligand contributing through two
oxygen atoms. Additionally, each copper ion may coordinate with solvent
molecules, usually water, through two additional oxygen atoms. When Cu-
BTC is activated, solvent molecules are removed, making two copper ions
with unsaturated sites available for binding. The open-metal sites exhibit a
strong affinity and selectivity for electron-donating adsorbates, such as wa-
ter [103]. The strongest carbon dioxide adsorption was found to occur around
the open-metal centers, reaching up to 40% of the total uptake for Cu-BTC
at low pressures (0.1 MPa) [110]. Cu-BTC shows relatively good thermal sta-
bility and reversible adsorption-desorption properties without damage to the
crystal structure [103]. It is commercially sold as Basolite C300 and is a fre-
quently studied MOF, noted for its open-metal sites, high surface area, and
pore volume [111, 112].

M-MOF-74
The M-MOF-74 series (CPO-27-M), where M = Ni, Cu, Co, Fe, Mn, Mg,

or Zn [113–122], is a well-known family of metal-organic frameworks. These
frameworks are synthesized through a reaction between M2+ ions and 2,5-
dioxido-1,4-benzenedicarboxylate (dobdc4−) ligands, resulting in a structure
with hexagonal channels. The metal ions act as favored adsorption sites,
accessible for the molecules through cylindrical pores. Despite the large pores
(ca. 11 Å) [122], the density of metal cations remains high due to the negative
charge of the dobdc4− ligand. The abundant open-metal sites in M-MOF-74
enhance selectivity [123] and the surface packing density of adsorbates [124],
while also offering reactive sites for chemical reactions such as oxygena-
tion [125] and size-selective Lewis acid catalysis [126]. M-MOF-74 structures
exhibit low water stability, with degradation occurring upon exposure to even
minimal moisture [98].
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1.4— Scope of the Thesis
This thesis addresses the challenges of formic acid production using two meth-
ods: (1) the electrochemical reduction of carbon dioxide in an aqueous electro-
lyte solution, and (2) the hydrogenation of carbon dioxide to formic acid. The
perspectives of both methods are examined and the alternative approaches
are proposed. Given the complex behavior of formic acid mixtures and the
lack of experimental data, classical force field-based molecular simulations are
used to determine thermodynamic properties. The electrochemical reduction
of carbon dioxide is studied by Monte Carlo simulations in search of chemic-
als that enhance the carbon dioxide solubility in aqueous electrolyte solutions
and thus the efficiency of the carbon dioxide conversion without decreasing the
ionic conductivity of an electrolyte solution. Molecular simulations also allow
for the exploration of confinement effects independently from catalytic effects.
To assess the impact of different pore sizes and types of metal centers on
formic acid production, the thermodynamic confinement effects of the metal-
organic frameworks on the carbon dioxide hydrogenation reaction equilibrium
are studied by Monte Carlo simulations. The microscopic mechanisms govern-
ing adsorption processes are comprehensively addressed, including molecular
configurations within porous materials, using energy optimization techniques.

This thesis is structured as follows. The introduction to the field of formic
acid production in this chapter is followed by Chapter 2, where the applied
methodology is summarized and the concepts related to Monte Carlo simula-
tions are explained. The conventional and expanded ensembles are provided
together with the corresponding partition functions. The functional form of
the force field is described and the molecular properties computed in this work
are listed. In Chapter 3, the dependence of the carbon dioxide solubility in
aqueous formic acid solutions on the composition and the electrolyte concen-
tration is studied for a higher yield of formic acid from the electrochemical
reduction of carbon dioxide. The formic acid force field used in all remain-
ing chapters of this thesis is selected and validated through simulations of
vapor-liquid equilibrium, vapor pressures, and the densities of HCOOH/H2O
systems. The dependence of the Henry coefficient of carbon dioxide on the
mole fraction of formic acid and the sodium chloride concentration in the
mixture is determined. The solubility of carbon dioxide is found to decrease
with increasing sodium chloride concentration in the solution but increase
with formic acid concentration. In Chapter 4, the effect of UiO-66 confine-
ment on the carbon dioxide hydrogenation reaction equilibrium is studied to
investigate the performance of MOFs as an alternative for transition metal
catalysts. The results are compared with the confinement effects resulting
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from Cu-BTC and IRMOF-1 to assess the impact of different pore sizes and
metal centers on the carbon dioxide hydrogenation reaction. It is observed
that the MOF confinement increases the equilibrium concentration of formic
acid, due to the higher density of the pore phase compared to the gas phase
by Le Chatelier’s principle and the selective adsorption of formic acid as the
preferred component. By comparing the performance of MOFs with different
pore size distributions and metal centers, it is shown that the type of metal
center in the metal-organic framework plays a crucial role in formic acid pro-
duction yield. The most significant enhancement in formic acid production by
ca. 2000 times higher compared to the gas phase is achieved using Cu-BTC
at 298.15 K and 60 bar. In Chapter 5, a non-polarizable carbon dioxide and
hydrogen force field for adsorption in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn,
Zn) is proposed by scaling the Coulombic interactions of M-MOF-74 atoms
and Lennard-Jones interaction potentials between the center of mass of hy-
drogen molecules and the open-metal centers. The force field is validated
by reproducing experimental adsorption data of carbon dioxide and hydro-
gen, such as isotherms, enthalpies of adsorption, and binding geometries. The
adsorption of CO2/H2 mixtures in M-MOF-74 is studied, and breakthrough
curves, which represent the concentration of the adsorbate in the fluid phase
at the exit of a fixed bed adsorber as a function of time, are generated to
analyze the performance of CO2/H2 mixture separation. The non-polarizable
force field can describe the adsorption behavior in computational studies of
the capture, and separation processes, and allow the simulation of the carbon
dioxide hydrogenation reaction to formic acid in confinement for a better un-
derstanding of the effect of open-metal centers. In Chapter 6, the effect of
the type of metal center in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) on the
carbon dioxide hydrogenation reaction to formic acid is investigated. The com-
patibility of the non-polarizable force field for carbon dioxide and hydrogen
adsorption in M-MOF-74 with the formic acid force field is evaluated by the
simulation of formic acid binding geometries. The single-component adsorp-
tion isotherms of formic acid and the adsorption isobars of the carbon dioxide
hydrogenation components are computed. Depending on the metal center, the
enhancement in formic acid production decreases in the same order as its up-
take and isosteric heat of adsorption: Ni > Co > Fe > Mn > Zn > Cu. The
most significant influence on the carbon dioxide hydrogenation thermodynam-
ics, enhancing formic acid production by ca. 105 times higher compared to
the gas phase is achieved using Ni-MOF-74 at 298.15 K, 60 bar. In Chapter
7, a multi-scale methodology is introduced to investigate the thermodynam-
ics of formic acid dimerization to explore its potential as a reactive fluid in
thermodynamic cycles. This methodology combines force field-based Monte
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Carlo simulations, quantum mechanics, and equations of state. The umbrella
sampling is implemented in Monte Carlo simulations, and two computational
methods are used to compute the reaction equilibrium constants, and sub-
sequently enthalpy and entropy of dimerization: dimer counter and potential
of mean force. Both methods demonstrated strong agreement, resulting in the
enthalpy of dimerization of -60.46 kJ mol−1 and -62.91 kJ mol−1 for the dimer
counter and PMF methods, respectively, with the quantum mechanics calcu-
lations yielding an enthalpy of -60.48 kJ mol−1. The cubic Peng-Robinson
equation of state coupled with advanced mixing rules is applied to determine
thermodynamic phase equilibrium properties. This includes the Global Phase
Equilibrium of the system, vaporization enthalpy, phase composition, vapor
and liquid densities of the coexisting phases as a function of temperature, and
entropy as a function of temperature. Comparisons with Monte Carlo simula-
tions in the Gibbs ensemble indicate that the simulations align well with the
thermodynamic model, proving the accuracy of the presented methodology.
Chapter 8 provides the conclusions and outlook of the work presented in this
thesis.





Chapter 2

Methodology

This chapter provides an overview of the methodology applied in this thesis,
summarizing the theoretical foundations of key concepts related to molecu-
lar simulation. Detailed explanations of all specific calculation methods are
provided in each relevant chapter of the thesis. The Monte Carlo method
was used as the main technique to compute thermodynamic properties of bulk
and confined systems, using classical force fields to model atomic interactions.
When considering classical versus quantum mechanics, methods like Monte
Carlo with classical force fields are advantageous for studying large-scale sys-
tems due to their computational efficiency and ability to capture collective
behaviors and thermodynamic properties [127, 128]. Quantum mechanics of-
fers a more accurate description of atomic-level interactions but at a signific-
antly higher computational cost, often reserved for smaller systems or specific
quantum effects beyond classical modelling capabilities [127]. Thus, this thesis
focuses on classical methods suited for the scale and scope of the simulations
conducted.

2.1— Monte Carlo Method
Molecular simulation is an efficient tool for understanding and predicting the
properties of systems [128, 129]. Computational techniques offer significant ad-
vantages over experimental methods by providing a detailed microscopic per-
spective that is challenging or even impossible to achieve experimentally [128,
129]. Molecular simulation enables the testing of theories and validation of
molecular models, as well as serves as an alternative approach in cases in-
volving challenging conditions, hazardous materials, or lack of experimental
synthesis of the materials/molecules. Two primary branches of force field-
based molecular simulation exist: Molecular Dynamics and Monte Carlo sim-
ulations [128, 129]. In Molecular Dynamics simulations, Newton’s equations
of motion are numerically integrated to generate a representative trajectory
of the system over time [128]. Monte Carlo is a numerical stochastic tech-
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nique that uses random numbers and probability theory to solve problems
with probabilistic interpretations by computing phase space averages instead
of time averages [128]. Monte Carlo simulations involve the dimensions of en-
ergy, length, and temperature, but not mass and time. This method is applied
to calculate the thermodynamic properties of a system, enabling accurate eval-
uation of complex and costly processes [128]. Statistical Mechanics is essential
for relating molecular simulations with real-world systems by connecting a col-
lection of interacting molecules to the macroscopic properties of materials [127,
130, 131]. While molecular simulations can compute various quantities, not
all of these quantities correspond directly to experimentally measurable prop-
erties. Properties, such as temperature, pressure, volume, and energy can be
measured experimentally. The relation between microscopic and macroscopic
properties is established using Statistical Mechanics, which applies probability
theory to study the thermodynamic behavior of systems composed of a large
number of particles [127, 130, 131]. The simulation data can be translated into
macroscopic properties, effectively linking theoretical models with observable
experimental data and bridging classical mechanics and thermodynamics. In
statistical mechanics, many different configurations of a system (microstates)
are compatible with a macrostate, constituting an ensemble. In an isolated
system at thermodynamic equilibrium, each microstate with the same total
energy can be found with equal probability. The probability density function
for a classical system is:

℘(pN , rN ) = δ(H(pN , rN )− E) (2.1)
where rN denotes the x, y, z coordinates of the N atoms in the system, and
pN denotes the corresponding momenta, H is the Hamiltonian function of the
total energy of the system in the microstate (pN , rN ), E is the total energy of
the system, and δ(x) is the Dirac delta function. To calculate the macroscopic
property of non-isolated systems, the value of this property has to be averaged
over all possible microstates. The thermodynamic average of the property A

is computed using a numeral technique by Metropolis et al. [132]:

⟨A⟩ =

∫
exp

[
−U(rN )

kBT

]
A(rN )drN∫

exp
[
−U(rN )

kBT

]
drN

(2.2)

where U(rN ) is the potential energy of configuration rN . The probability
density of finding the system in a configuration around rN is:

℘(rN ) =
exp

[
−U(rN )

kBT

]
Z

(2.3)
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where Z =
∫
exp

[
−U(rN )

kBT

]
drN is the configurational part of the partition func-

tion. Since the partition function can rarely be obtained analytically or numer-
ically, Monte Carlo simulations need to be used to compute ensemble averages.
It is important to note that the vast majority of microstates have U = ∞ so
these states do not contribute to Z and ⟨A⟩.

2.1.1 – Ensembles
The thermodynamic averages of the property can be computed using Monte

Carlo methods at certain statistical ensemble to obtain the thermodynamic
quantities of a system, as well as other equilibrium and dynamic proper-
ties [127]. In statistical mechanics, all thermodynamic properties are related
to the partition function Q of the system [133]. All properties of the system
can be derived if the partition function of the applied ensemble is known. The
statistical ensembles used in this thesis are summarized below.

Canonical ensemble
In the canonical ensemble (NV T ), the number of particles N , temperature T ,

and volume V are fixed. This represents a closed system that can exchange
heat, but not particles, with its surroundings. The partition function of the
NV T ensemble is [128]:

QNV T =
V N

Λ3NN !

∫
dsN exp(−βU(sN )) (2.4)

where N is the number of molecules, V is the volume of the system, β = 1
kBT ,

Λ is the thermal wavelength, U is the potential energy, and sN is the scaled
coordinate vector of all atoms by:

si =
ri
L

for i = 1, 2, . . . , N (2.5)

where it is assumed that the system is contained in a cubic box with a volume
V and a diameter L = V 1/3.

The NV T ensemble is a useful tool for computational studies, offering in-
sights into the thermodynamic properties and behaviors of systems. Many
experimental setups control the temperature and volume while keeping the
number of particles fixed, and the NV T ensemble directly corresponds to these
conditions, making theoretical results applicable to real-world situations. The
canonical ensemble allows for the simplification of complex systems by provid-
ing a framework in which the probability of each microstate can be determined
using the Boltzmann factor [128]. It is also well-suited for studying phase trans-
itions at constant volume, allowing for the observation of changes in state (e.g.,
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from liquid to gas), thus providing insights into the conditions at which these
transitions occur, although phase transitions are more commonly studied at
constant pressure [128]. Within the scope of this thesis, the NV T ensemble was
used to compute the enthalpy of adsorption at infinite dilution, see Chapter
2.3.5.

Isobaric-isothermal ensemble
In the isobaric-isothermal ensemble (NPT ), the number of atoms N , imposed

pressure P , and temperature T are fixed. The volume is a dynamic variable
that changes during the simulation in a closed system. The partition function
of the NPT ensemble is [128]:

QNPT =
βP

Λ3NN !

∫
dV V N exp(−βPV )

∫
dsN exp(−βU(sN )) (2.6)

where N is the number of molecules, V is the volume of the system, P is the
imposed pressure, β = 1

kBT , Λ is the thermal wavelength, sN is the scaled
coordinate vector of all molecules, and U is the potential energy.

The NPT ensemble is one of the most important ensembles for study-
ing the behavior of materials and substances as it reflects conditions com-
mon in experimental setups and real-world applications [127]. By allowing
the volume to fluctuate, the NPT ensemble provides more realistic simula-
tions of natural processes compared to the NV T ensemble, which keeps the
volume constant [129]. The NPT ensemble provides insights into thermody-
namic properties, including standard enthalpies, entropies and free energies of
formation, redox potentials, equilibrium constants (e.g., acid ionization con-
stants, solubility products, inhibition constants), etc., at conditions of constant
temperature and pressure [127]. Additionally, this ensemble is well-suited for
investigating phase transitions, such as the vaporization of liquids, where the
volume of the system changes significantly, studying mechanical properties of
materials, and understanding the pressure-dependent solvation and dissolution
processes [127, 129, 134].

Grand-canonical ensemble
In the grand-canonical ensemble (GC, µV T ), the temperature T , volume V ,

and chemical potential µ are fixed. This represents an open system that can
exchange heat and mass with the surroundings. The partition function of the
µV T ensemble is [128]:

QµV T =

∞∑
N=0

exp(βµN)V N

Λ3NN !

∫
dsN exp

[
−βU

(
sN
)]

(2.7)
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where N is the number of molecules, V is the volume of the system, µ is the
imposed chemical potential, β = 1

kBT , Λ is the thermal wavelength, sN is the
scaled coordinate vector of all molecules, and U is the potential energy.

The grand-canonical ensemble is necessary for simulating open systems
where the number of molecules varies, including the modelling of adsorption
processes, molecular electronics, batteries, phase transitions, and the effect of
Bose-Einstein condensation in quantum systems [127, 134].

Gibbs ensemble
The Gibbs ensemble (GE) describes a system where two coexisting phases

(vapor and liquid) are in thermodynamic equilibrium [128]. In the Gibbs
ensemble, the system consists of two simulation boxes that can exchange mo-
lecules and volume, maintaining a fixed total number of particles N and, in
the NV T version, total volume V . Each phase within the system is internally
equilibrated with a uniform temperature T , pressure P , and chemical poten-
tial µ across both phases. The partition function of the single-component GE
ensemble (NV T version) is [128]:

QGE(N,V, T ) ≡
N∑

n1=0

1

V Λ3Nn1!(N − n1)!

∫ V

0
dV1V n1

1 (V − V1)
N−n1

×
∫

dsn1
1 exp[−βU(sn1

1 )]

∫
dsN−n1

2 exp[−βU(sN−n1
2 )]

(2.8)

where nj and Vj are the number of molecules and volume of simulation box j,
N is the total number of molecules in the two simulation boxes, V is the total
volume of the two simulation boxes, β = 1

kBT , Λ is the thermal wavelength, sN

is the scaled coordinate vector of all molecules, and U is the potential energy.
This ensemble is particularly useful for simulating phase coexistence and

transitions, providing insights into the thermodynamic properties and phase
behavior of diverse systems ranging from simple fluids to complex mixtures
and biological systems [128, 129].

Reaction ensemble
In the Reaction ensemble (RxMC) at constant pressure, the pressure P is

imposed, and the number of atoms is fixed, while the number of molecules of
individual species can vary due to chemical reactions. This ensemble is used to
simulate chemical reaction equilibrium by introducing additional Monte Carlo
trial moves that transform reactants into products and vice versa [129]. These
moves mimic the exchange of atoms and molecules, exploring the composition
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adjustments necessary to achieve thermodynamic equilibrium. The partition
function of the Reaction ensemble is [135, 136]:

QRxMC,P =

βP

∞∑
N1=0

· · ·
∞∑

NS=0

∫
dV exp[−βPV ] exp

[
S∑

i=1

(
βµiNi +Ni ln

V qi
Λ3
i

− lnNi!

)]

×
∫

dsN exp[−βU(sN )]

(2.9)

where S is the number of components, β = 1
kBT , sN is the scaled coordin-

ate vector of all molecules, V is the volume, P is the imposed pressure, N is
the total number of molecules in the simulation box, and U is the potential
energy. qi, µi, Ni, and Λi are the ideal gas partition function excluding the
translational part, the chemical potential, the number of molecules, and the
thermal wavelength of component type i, respectively. The Reaction ensemble
at constant pressure is used to compute the thermodynamic equilibrium com-
positions of a gas-phase chemical reaction, which are essential for investigating
the confinement effects on thermodynamic reaction equilibrium. This ensemble
addresses only the thermodynamic equilibrium and does not provide insights
into the kinetics of the reaction.

2.1.2 –Monte Carlo Trial Moves
MC simulations consist of cycles, with each cycle involving different types of

MC moves, varying according to the statistical ensemble chosen to character-
ize the system [128]. One MC cycle consists of N MC trial moves, where N
is the total number of molecules at the start of the simulation. A trial move
refers to a proposed modification of the system, such as moving, rotating, in-
serting, or deleting a molecule. Each trial move is evaluated and accepted or
rejected based on the criteria of the chosen MC algorithm, which ensures that
the system explores different configurations and ultimately samples the desired
probability distribution. Markov Chain Monte Carlo (MCMC) method gener-
ates configurations with a probability proportional to the Boltzmann weight
exp[−βU(sN )] [132] to ensure that only relevant microstates are considered.
The Boltzmann weight determines the probability of a system being in a partic-
ular configuration based on its energy and the system temperature. When the
number of possible configurations is too vast to compute exhaustively, MCMC
methods, such as the Metropolis algorithm, provide a practical solution. Ran-
dom trial moves are generated by the Metropolis algorithm from the current
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microscopic state to a new state, with the acceptance probability depending
on the ratio of Boltzmann weights between the new and current states [132].
This ensures that the generated configurations have probabilities proportional
to their Boltzmann weights. By satisfying the detailed balance condition,
the MCMC method ensures that the Markov chain equilibrium distribution
matches the desired Boltzmann distribution, allowing accurate sampling of
the system thermodynamic properties. The detailed balance condition is given
by [128]:

PB(o)α(o → n)Pacc(o → n) = PB(n)α(n → o)Pacc(n → o) (2.10)

where PB(o) and PB(n) are probabilities of finding the system in the current
microscopic state (o) and the new state (n), respectively. Pacc is the probabil-
ity of leaving/entering a state by accepting a trial move, and α(o → n) is the
probability that a trial move is selected from o to n. Quite often (but not
always), α is symmetric, i.e., α(o → n) = α(n → o) [132]. The trial moves are
accepted or rejected based on the acceptance rule to ensure that system states
are generated according to the probability distribution derived from the par-
tition function [132], imposing equilibrium [128]. The acceptance probability
of performing a trial move from the current microscopic state to the new state
is defined by Metropolis et al. [132] as:

Pacc(o → n) = min

(
1,

PB(n)

PB(o)

)
(2.11)

where PB(o) and PB(n) are probabilities of finding the system in the current
microscopic state (o) and the new state (n).

To enhance the statistical accuracy of Monte Carlo simulations for long-
chain molecules, the Configurational-Bias Monte Carlo (CBMC) method is
used [137]. This approach reduces computational time, prevents overlaps with
the framework, and increases the success rate of molecule insertions. The
molecule is grown inside the simulation box segment by segment. For each
segment, k trial orientations are generated according to the bonded energy,
then based on the non-bonded energy the most favorable orientation is selected
according to:

Pi(j) =
exp[−βUext

i (j)]∑k
l=1 exp[−βUext

i (l)]
=

exp[−βUext
i (j)]

ωi
(2.12)

where ωi is the Rosenbluth weight [138]. The selected trial orientation is added
to the chain and the procedure is repeated until the entire molecule is grown.
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The Rosenbluth factor for the newly grown molecule is computed by [138]:

W =
∏
i

ωi (2.13)

The Rosenbluth factor of the new configuration is related to the free energy:

F = − 1

β
ln

⟨W ⟩
⟨W id⟩

(2.14)

where ⟨W id⟩ is the Rosenbluth factor of an isolated molecule that has only
internal interactions. The rules for accepting or rejecting the grown molecule
are chosen to eliminate the bias introduced by this growth method precisely.

In a MC simulation, each molecule is selected at random, and one of the
trial moves is applied to it:

• Translations – move a randomly selected molecule in a random direction.
• Rotations – rotate a randomly selected molecule around its center of

mass by a random rotation angle.
• Insertions – randomly place a molecule in the simulation box. The

CBMC technique is used for efficient insertion of molecules by adjusting
the probability of insertion based on the local configuration and avoiding
over-counting.

• Deletions – remove a randomly selected molecule from the simulation
box. The CBMC technique is used for efficient deletions by adjusting
probabilities based on the resulting configuration after a molecule is re-
moved.

• Identity changes – alter the identity of a randomly chosen molecule to
that of another component in the mixture.

• Volume changes – expand or reduce the volume of the simulation box.
• Reaction swap moves – remove randomly selected molecules of the react-

ants and insert molecules of the reaction products at random positions
with a random orientation for the conversion of the reactant molecules
into reaction product molecules according to a specified chemical reac-
tion.

An extensive overview of molecular simulations can be found in the books
by Frenkel and Smit [128] and Allen and Tildesley [129].

2.1.3 –Continuous Fractional Component Monte Carlo
The Continuous Fractional Component (CFC) Monte Carlo method [139–

142] can be seen as an expanded version of the conventional ensembles, where
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instead of inserting molecules in a single Monte Carlo trial move, molecules
are inserted gradually. This method significantly enhances the efficiency of
molecule transfers by introducing so-called fractional molecules into the sys-
tem [139]. Each fractional molecule is assigned a continuous fractional para-
meter, λ ∈ [0, 1], which controls the interaction strength with surrounding mo-
lecules. When λ = 0, there are no interactions between the fractional molecule
and its surroundings, meaning the molecule behaves as an ideal gas molecule,
allowing efficient insertions and deletions. For λ = 1, the fractional molecule
interacts with its surroundings like any other non-fractional molecule, facilit-
ating trial moves that change its identity and enable molecule exchanges [139,
143]. The surroundings can easily adapt to the inserted/deleted fractional
molecules, which is important at high densities, e.g. adsorption simulations
in porous materials near the saturation loading [144] or reaction equilibria of
complex systems [145]. The CFC method uses the probability distribution of
λ to directly calculate chemical potentials, fugacity coefficients, partial molar
enthalpies, and partial molar volumes [143, 146]. To prevent the system from
getting stuck at specific λ values, it is necessary to bias the sampling of λ using
a weight function [W (λ)] [139]. This weight function can be obtained using
the Wang-Landau algorithm or an iterative scheme [143]. Four additional trial
moves can be used in the CFC method to allow the gradual insertion/deletion
of fractional molecules [143]:

• λ changes – the parameter λ is changed by a random value in a way that
it remains in the range [0, 1], resulting in scaled interactions between the
fractional molecule and the surroundings.

• Reinsertions – removal of the fractional molecules from the system and
insertion at a random position with a random orientation.

• Identity changes for fractional molecules – the transformation of the
fractional molecule into a whole molecule and the transformation of a
randomly selected whole molecule into a fractional molecule.

• Reaction swap moves for fractional molecules – removal of fractional
molecules of reactants/products and insertion of fractional molecules of
products/reactants at random positions.

• Swapping the fractional – transfer of the fractional molecule from one
simulation box to the other in the Gibbs ensemble. The value of λ

remains constant. The acceptance probability for this trial move is high
when λ is close to 0.

The expanded partition functions for the ensembles combined with the
CFC method used in this thesis are listed below.
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Canonical ensemble
The NV T ensemble combined with the CFC method has the following parti-

tion function [143]:

QCFC
NV T =

V N+1

Λ3(N+1)N !

∫ 1

0
dλ
∫

dsN exp
[
−βU(sN )

]
×∫

dsfrac exp
[
−βUfrac(sfrac, s

N , λ)
] (2.15)

where N is the number of whole molecules, V is the volume of the system,
β = 1

kBT , Λ is the thermal wavelength, sN is the scaled coordinate vector of
all molecules, and U is the potential energy (excluding the interactions of the
fractional molecule), Ufrac is the potential energy of the fractional molecule,
λ ∈ [0, 1] is the fractional parameter, and sfrac is the scaled coordinate vector
of the fractional molecule.

In Monte Carlo simulations in the NV T ensemble with the CFC method,
three additional trial moves (λ changes, reinsertions, and identity changes for
fractional molecules), together with the conventional trial moves for thermal-
ization such as translations, rotations, and volume changes, allow for efficient
sampling of the different system states. Within this ensemble, one can cal-
culate various thermodynamic properties such as the Helmholtz free energy,
internal energy, enthalpy, entropy, and heat capacity, which are essential for
understanding the equilibrium behavior of the system [128, 129].

Isobaric-isothermal ensemble
The NPT ensemble combined with the CFC method has the following parti-

tion function [143]:

QCFC
NPT =

βP

Λ3(N+1)N !

∫ 1

0
dλ
∫

dV V N+1 exp(−βPV )

×
∫

dsN exp
[
−βU(sN )

] ∫
dsfrac exp

[
−βUfrac(sfrac, s

N , λ)
] (2.16)

where N is the number of molecules, V is the volume of the system, P is the
imposed pressure, β = 1

kBT , Λ is the thermal wavelength, sN is the scaled
coordinate vector of all molecules, and U is the potential energy (excluding
the interactions of the fractional molecule), Ufrac is the potential energy of the
fractional molecule, λ ∈ [0, 1] is the fractional parameter, and sfrac is the scaled
coordinate vector of the fractional molecule.

In Monte Carlo simulations in the NPT ensemble with the CFC method,
three additional trial moves (λ changes, reinsertions, and identity changes for
fractional molecules) are used together with the conventional trial moves such
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as translations and rotations. In this thesis, the NPT ensemble is used to
compute the densities of mixtures and pure components and the excess chem-
ical potential (see Chapter 2.3.1) necessary to obtain several thermodynamic
properties, such as activity coefficients, saturated vapor pressures, and Henry
coefficients.

Grand-canonical ensemble
The GC ensemble combined with the CFC method has the following partition

function [139, 143]:

QCFC
µV T =

∞∑
N=0

exp[βµN ]V N+1

Λ3(N+1)N !

∫ 1

0
dλ
∫

dsN exp
[
−βU(sN )

]
×
∫

dsfrac exp
[
−βUfrac(sfrac, s

N , λ)
] (2.17)

where N is the number of whole molecules, V is the volume of the system, µ
is the imposed chemical potential, β = 1

kBT , Λ is the thermal wavelength, sN

is the scaled coordinate vector of all molecules, and U is the potential energy
(excluding the interactions of the fractional molecule), Ufrac is the potential
energy of the fractional molecule, λ ∈ [0, 1] is the fractional parameter, and
sfrac is the scaled coordinate vector of the fractional molecule.

In the grand-canonical ensemble, the value of the fractional parameter λ is
randomly changed. There are three scenarios:

1. λ < 0: The fractional molecule is removed from the system, and a ran-
domly chosen whole molecule is converted into a fractional molecule with
λ → λ+ 1.

2. 0 < λ < 1: This trial move corresponds to a normal change in λ.

3. λ > 1: A new fractional molecule is taken from an ideal gas reservoir
and introduced into the system at a random position, with a random
orientation and internal configuration. The new fractional parameter for
this molecule is set to λ → λ− 1.

In this thesis, the GC ensemble was used to study the effect of thermodynamic
confinement on the chemical reaction equilibrium, and for the computation of
adsorption isotherms and isobars with the corresponding enthalpies of adsorp-
tion, see Chapter 2.3.4.
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Gibbs ensemble
The GE ensemble combined with the CFC method has the following partition

function [143, 146]:

QCFC
GE,NV T =

1

Λ3(N+1)N !

2∑
i=1

N∑
n1=0

N !

n1!(N − n1)!

∫ 1

0
dλ

×
∫ V

0
dV1V n1+δi1

1 (V − V1)
N−n1+δi2

×
∫

dsn1 exp
[
−βU1(s

n1)
]

×
∫

dsN−n1 exp
[
−βU2(s

N−n1)
]

×(δi1

∫
dsfrac exp

[
−βUfrac,1(sfrac, s

n1 , λ)
]

+δi2

∫
dsfrac exp

[
−βUfrac,2(sfrac, s

N−n1 , λ)
]
)

(2.18)

where nj and Vj are the number of molecules and volume of simulation box j,
N is the total number of molecules in the two simulation boxes, V is the total
volume of the two simulation boxes, β = 1

kBT , Λ is the thermal wavelength, sN

is the scaled coordinate vector of all molecules, and U is the potential energy
(excluding the interactions of the fractional molecule), Ufrac is the potential
energy of the fractional molecule, λ ∈ [0, 1] is the fractional parameter, sfrac is
the scaled coordinate vector of the fractional molecule, and the δ-function is
used to indicate if the fractional molecule is in simulation box j (δij = 0 if i ̸=
j and δij = 1 if i = j).

In the Gibbs Ensemble simulations combined with the CFC method, in
addition to the conventional Monte Carlo trial moves for thermalization and
volume changes, there are trial moves used to facilitate molecule transfer
between the boxes: λ changes, swapping the fractional, and identity changes
for fractional molecules [146]. In this thesis, the Gibbs Ensemble was used to
compute vapor-liquid equilibrium and critical constants, see Chapter 2.3.2.

Reaction ensemble
The RxMC ensemble combined with the CFC method has the following par-

tition function [142, 143]:
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QCFC
RxMC,P = βP

∞∑
N1=0

· · ·
∞∑

NS=0

1∑
δ=0

∫ 1

0
dλ
∫

dV exp(−βPV )

× exp

[
R∑
i=1

βµi(Ni + δνi) + (Ni + δνi) ln

(
V qi
Λ3
i

)
− lnNi!

]

× exp

 S∑
i=R+1

βµi(Ni + (1− δ)νi) + (Ni + (1− δ)νi) ln

(
V qi
Λ3
i

)
− lnNi!


×
∫

dsN exp
[
−βU(sN )

] ∫
dsNfrac

frac exp
[
−βUfrac(s

Nfrac
frac , sN , λ, δ)

]
(2.19)

where S is the number of components, β = 1
kBT , sN is the scaled coordinate

vector of all molecules, V is the volume, P is the imposed pressure, N is the
total number of molecules in the simulation box, U is the potential energy,
Ufrac is the potential energy of the fractional molecule, λ ∈ [0, 1] is the frac-
tional parameter, and sfrac is the scaled coordinate vector of the fractional
molecule. qi, µi, Ni, νi, and Λi are the ideal gas partition function excluding
the translational part, the chemical potential, the number of molecules, the
stoichiometric coefficient, and the thermal wavelength of component type i,
respectively. δ is the reaction step of fractional molecules (δ = 0 for reactants
and δ = 1 for products). Components 1 to R are reactants, and components
R + 1 to S are products.

In Rx/CFC simulations, in addition to the conventional Monte Carlo trial
moves for thermalization and volume changes, there are trial moves used to
mimic the chemical reaction [142]: λ changes, and reaction swap moves for
fractional molecule. In this thesis, the Reaction ensemble at constant pressure
is used to compute the thermodynamic equilibrium compositions of a gas-phase
chemical reaction (see Chapter 2.3.3), needed as an input in the simulations
of the confinement effects of metal-organic frameworks on thermodynamic re-
action equilibrium.

2.2— Force fields
A classical force field is a set of functions and corresponding parameters used
to describe the interactions in a molecular system during simulations. In this
thesis, several force fields are applied, including the generic Universal Force
Field (UFF) [147], DREIDING [148], and OPLS/AA [149], as well as custom
force fields developed for particular systems. In this section, the functional
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form of the force fields is described. The sets of used and developed parameters
are discussed in detail in each chapter.

The total potential energy of a system includes two terms: bonded and
non-bonded interactions:

U = Ubonded + Unon-bonded (2.20)

Intramolecular interactions refer to the forces that hold atoms together within
a molecule and involve both bonded and non-bonded interactions. Bonded in-
teractions arise from chemical bonds, such as covalent bonds, and include
bond stretching (interactions between two atoms), angle bending (interac-
tions between three atoms), and torsional interactions (interactions between
four atoms). Two types of non-bonded intramolecular interactions occuring
between atoms within the same molecule are considered: Van der Waals (VdW)
and electrostatic interactions. In this work, all molecular and framework mod-
els are considered rigid, with the total potential energy of the system determ-
ined solely by non-bonded interactions (Ubonded = 0). Intermolecular inter-
actions occur between different molecules and are dominated by non-bonded
forces, including Van der Waals and electrostatic interactions. While Van der
Waals interactions sufficiently describe non-polar fluids, a comprehensive de-
scription of the potential energy for polar systems also requires considering
electrostatic interactions:

Unon-bonded = UVdW + Uelectrostatic (2.21)

Van der Waals interactions result from the fluctuating electron densities
around atoms. As two atoms come close to each other, these fluctuations
become correlated, leading to an attractive force. The Van der Waals inter-
actions are modeled using the Lennard-Jones (LJ) pair potential [150] (see
Figure 2.1) as a combination of attraction and repulsion forces:

ULJ(rij) = 4ϵij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(2.22)

where ϵij is the depth of the energy minimum, σij is the distance at which
the interatomic potential is zero, and rij the distance between particles i and
j. The interaction parameters for identical atoms, ϵii and σii, are fixed using
an effective potential. For interactions between different types of atoms, the
cross-terms are estimated via the Lorentz-Berthelot mixing rules [129], with
arithmetic and geometric means used for the calculations, respectively:

ϵij =
√
ϵiiϵjj (2.23)
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Fig. 2.1. The intermolecular potential energy ULJ as a function of the distance between a
pair of particles is given by the Lennard-Jones potential, where σ, ϵ = 1. The potential has
a minimum at a distance rmin = 21/6σ.

σij =
σii + σjj

2
(2.24)

LJ interactions are truncated at a certain distance (cut-off) with analytic
tail corrections applied to the energy or cut and shifted to zero with the tail
corrections omitted [128]. The electrostatic interactions between charged mo-
lecules, which involve both attractive and repulsive forces, are modeled using
a static Coulombic potential:

Uelec(rij) =
1

4πϵ0ϵr

qiqj
rij

(2.25)

where ϵ0 is the permittivity of the vacuum, ϵr is the relative permittivity of the
material, qi and qj are the charges of the atoms i and j, and rij the distance
between the atoms. Due to their long-range nature, Coulombic forces require
specialized methods for accurate calculation within finite systems that use peri-
odic boundary conditions. In this thesis, the Ewald summation method [151]
is used for calculating electrostatic interactions. To reduce deviations in the
behavior or properties of a simulated system due to its finite size and main-
tain continuity, periodic boundary conditions are used for modelling an infinite
system by replicating a small simulation box in all directions [128].

2.3— Computed Thermodynamic Properties

2.3.1 – Excess Chemical Potential
The computation of excess chemical potentials (µex) is performed using the
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Continuous Fractional Component (CFC) Monte Carlo method in the NPT
ensemble [143]. The excess chemical potential can be calculated using two
different routes [143, 152]. The first route is based on the probability distribu-
tion of the scaling factor for the fractional molecule (i.e., continuous fractional
parameter, λ ∈ [0, 1]), regulating the interaction strength with surrounding
molecules [p(λ)] :

µex
i = −kBT ln

(
p(λ = 1)

p(λ = 0)

)
(2.26)

where kB is the Boltzmann constant, T is temperature, and p(λi = 1) and
p(λi = 0) are the probabilities of the scaling factor λi taking the value 1 and
0, respectively [146, 153].

The second route uses the computation of µex via thermodynamic integra-
tion [152]:

µex
i =

∫ 1

0

〈
∂U

∂λ

〉
dλ (2.27)

where the term ⟨∂U∂λ ⟩ is the ensemble average derivative of the potential energy
with respect to the interaction scaling factor λ.

2.3.2 –Vapor-Liquid Equilibrium
Simulating vapor-liquid equilibrium (VLE) is crucial for understanding the

phase behavior of substances. VLE data provides essential insights into the
thermodynamic properties and phase transitions of materials, which are fun-
damental for the design and optimization of chemical processes such as distilla-
tion, extraction, and crystallization. The simulations of phase coexistence are
performed using the Continuous Fractional Component (CFC) Monte Carlo
method in the Gibbs ensemble [143, 146]. In this method, two distinct micro-
scopic regions, representing the vapor and liquid phases, are simulated con-
currently. These regions are allowed to exchange both particles and volume
to achieve internal equilibrium. At equilibrium, the temperature remains con-
stant across both regions, as specified in the simulation input. As the sim-
ulation progresses, the system adjusts such that the pressure and chemical
potential of the components equilibrate between the two phases. In the NV T

version of the Gibbs ensemble, the pressure and chemical potential are not
predefined inputs but the outcomes of the equilibration process in the simula-
tion that satisfy the equilibrium conditions for both phases. The temperature,
total number of molecules, and total volume (NV T version) remain constant
as specified in the simulation input. The critical values of temperature and
density can be determined from the vapor-liquid equilibrium curve using the
Schröer-Pottlacher approach [154].
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2.3.3 – Chemical Reaction Equilibrium
The computation of the thermodynamic equilibrium composition of a chem-

ical reaction is performed using Continuous Fractional Component (CFC)
Monte Carlo simulations in the Reaction Ensemble (Rx/CFC). This method
allows for the interconversion of reactants and products through a series of
stochastic trial moves, which propagate the system towards thermodynamic
equilibrium. By using the Rx/CFC method, the equilibrium compositions of
the reactants and products can be accurately predicted, providing valuable in-
sights into the thermodynamic properties and behavior of chemical reactions
under various conditions. In Rx/CFC simulations, the following input data
are required:

• A force field that describes the interactions between molecules. This
includes parameters for bonding, non-bonding, and electrostatic interac-
tions which are crucial for accurately modelling the system.

• The isolated molecule gas partition functions of all reactants and reac-
tion products. These partition functions account for the contributions of
rotational and vibrational degrees of freedom, and are necessary for cal-
culating the thermodynamic properties of the molecules in their isolated
states.

• The stoichiometry of the chemical reactions in the system, which specifies
the reactants and products involved and their respective coefficients in
the balanced chemical equations.

The ideal gas partition functions can be obtained based on vibrational and
rotational experimental data available from sources such as the NIST database,
or through quantum mechanical calculations [155]. These functions play a
critical role in determining the standard Gibbs free energy changes for the
reactions. The details about computation and prediction of ideal-gas partition
functions can be found in the book by McQuarrie et al. [156].

2.3.4 – Adsorption Isotherm
The computation of adsorption isotherms and isobars is performed using

grand-canonical Monte Carlo (GCMC) simulations. GCMC simulations
provide a detailed microscopic view of adsorption processes, allowing for the
accurate computation of adsorption isotherms and isobars, which are essential
for the design and optimization of adsorption systems in various industrial
applications. In GCMC simulations, molecules are exchanged with a reservoir
at the same temperature and chemical potential, allowing the system to reach
adsorption equilibrium. The chemical potential of the adsorbate is computed
using the fugacity f , which provides a more accurate description of real gas
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behavior compared to the ideal gas assumption. The chemical potential µ is
given by:

µ = µ0 +RT ln

(
f

p0

)
(2.28)

where µ0 is the reference chemical potential, and p0 is the reference pressure.
The fugacity f is related to the pressure p by the fugacity coefficient ϕ:

f = ϕp (2.29)

The fugacity coefficient ϕ accounts for deviations from ideal gas behavior and
can be determined from equations of state (e.g. Peng-Robinson Equation of
State [157] used by the RASPA software package [94, 95]) or experimental data.
During the GCMC simulations, the number of adsorbate molecules within the
pores of the adsorbent structure fluctuates. The average number of molecules
adsorbed, or the adsorption loading, is computed as an output of the sim-
ulation. This average provides insight into the capacity of the material for
gas adsorption at different conditions. To construct an adsorption isotherm, a
series of GCMC simulations are run at increasing pressures and constant tem-
perature. Each simulation point represents the equilibrium adsorption loading
at a specific pressure. By plotting these equilibrium loadings against their cor-
responding pressures, the adsorption isotherm is obtained. This isotherm is
crucial for understanding the adsorption capacity and behavior of the material
over a range of pressures.

2.3.5 –Enthalpy of Adsorption
The enthalpy of adsorption at infinite dilution, representing the affinity

between the molecule and the framework, is obtained from the average ener-
gies of the guest molecule in the host framework, the host framework itself,
and the guest molecule. This is determined by [158]:

∆H = ∆U −RT = ⟨Uhg⟩ − ⟨Uh⟩ − ⟨Ug⟩ −RT (2.30)

where, ∆U is the internal energy of the system, ⟨Uhg⟩ is the average energy of
the guest molecule in the host framework, ⟨Uh⟩ is the average energy of the
host framework (0 J for rigid frameworks), ⟨Ug⟩ is the average energy of the
guest molecule (0 J for rigid molecules), R is the universal gas constant, and
T is the temperature.

2.3.6 –Radial Distribution Function
The Radial Distribution Function (RDF) is a measure used in statistical

mechanics to describe how the local particle density varies as a function of
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distance from a reference particle. It provides insight into the structure of a
system at the atomic level. The RDF, gAB(r), which describes the distribution
of particles of type B around a particle of type A, is defined as the ratio of the
probability density of finding a particle B at a distance between r and r + dr

from a particle A to the expected density for an ideal gas, given by [128]:

gAB(r) =
1

⟨ρb⟩
1

NA

NA∑
i=1

NB∑
j=1

δ(rij − r)

4πr2
(2.31)

where ⟨ρb⟩ is the average density of the B-type particles, and Ni is the number
of i-type particles.

2.3.7 – Average Density Profiles
The average density profiles are histograms representing the positions of ad-

sorbed molecules within the pores of the adsorbent during simulations. The
average position probability of each molecule is obtained from the adsorption
simulation for every cycle and the number of times a specific location in the
framework is taken by a guest molecule is determined. The projection of the
3-dimensional histogram onto a plane is constructed, with the probability of
finding a molecule at a given position indicated by a color scale.

2.3.8 – Binding Energy and Geometry
The computation of the minimum state of energy in the system allows finding

the most stable binding configurations of the adsorbed molecule in the pores
of the structure. The minimum in the potential energy hypersurface is defined
as [159]:

∂U(sN )

∂si
= 0 for i = 1, 2, . . . , N (2.32)

where U(sN ) is the total potential energy of the system for N particles. To en-
sure that this point is a true minimum (and not a maximum or saddle point),
it is necessary to calculate the second derivative of the potential energy, which
corresponds to the Hessian matrix. The Hessian matrix provides information
about the curvature of the potential energy surface. A true minimum is con-
firmed when all the eigenvalues of the Hessian are positive, indicating that
the energy increases in all directions around the minimum. This calculation is
crucial for identifying the global minimum energy state of the system, which
represents the most stable configuration. In this work, Baker’s minimization
method [160] is selected for energy minimizations. This method is advantage-
ous because it utilizes not only the energy and first derivatives but also the
second derivatives and the eigenvalues/vectors of the Hessian matrix. Baker’s
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method employs a combination of the Newton-Raphson and quasi-Newton ap-
proaches, which ensures rapid convergence to the minimum by effectively using
the curvature information provided by the Hessian. The method involves it-
eratively updating the coordinates by solving the Newton-Raphson equations,
which take into account the gradient and curvature of the potential energy
surface. This approach allows Baker’s method to efficiently and accurately
locate true minima on the energy surface. This leads to enhanced numerical
stability and faster convergence, making it a reliable and effective approach
for determining equilibrium geometries in complex systems.



Chapter 3

Solubility of Carbon Dioxide in
Aqueous Formic Acid Solutions and

the Effect of Sodium Chloride
Addition
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There is a growing interest in the development of routes to produce formic
acid from CO2, like the electrochemical reduction of CO2 to formic acid. The
solubility of CO2 in the electrolyte influences the production rate of formic
acid. Here, the dependence of the CO2 solubility in aqueous HCOOH solutions
with electrolytes on the composition and the NaCl concentration was studied
by Continuous Fractional Component Monte Carlo simulations at 298.15 K.
The chemical potentials of CO2, H2O and HCOOH were obtained directly
from single simulations, enabling the calculation of Henry coefficients, and
subsequently considering salting in or salting out effects. As the force fields
for HCOOH and H2O may not be compatible due to the presence of strong
hydrogen bonds, the Gibbs-Duhem integration test was used to test this com-
patibility. The combination of the OPLS/AA force field with a new set of
parameters, in combination with the SPC/E force field for water, was selec-
ted. It was found that the solubility of CO2 decreases with increasing NaCl
concentration in the solution and increases with increasing of HCOOH con-
centration. This continues up to a certain concentration of HCOOH in the
solution, after which the CO2 solubility is high and the NaCl concentration
has no significant effect.

This chapter is based on the following publication:
Wasik, D. O., Polat, H. M., Ramdin, M., Moultos, O. A., Calero, S., Vlugt, T. J. H. Solubil-
ity of CO2 in Aqueous Formic Acid Solutions and the Effect of NaCl Addition: A Molecular
Simulation Study. Journal of Physical Chemistry C 2022, 126, 19424-19434.
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3.1— Introduction
The industrial revolution started an extensive use of fossil fuels, resulting in
the release of alarming amounts of CO2 gas into the atmosphere [1]. In the past
years, the development of technologies for reducing CO2 emissions have been
in the forefront of research. From an economical point of view, a promising
way of decreasing CO2 emissions is the capture of CO2 at the source of produc-
tion (e.g., at industrial sites) and the conversion to value-added products, e.g.,
formic acid, methanol, propylene, urea [1–3]. In the chemical industry, formic
acid (FA, HCOOH) is a primary product with a production capacity of 800,000
tons per year as of 2017 [18, 32]. A wide range of products are synthesized
from FA [5, 7, 9, 10]. It is, e.g., used for the hydrothermal decarbonylation
and decarboxylation in the water-gas-shift reaction [9], as a preservative (anti-
bacterial cocktail in the prevention of potato spoilage [10]), as antibacterial in
livestock feed (control of luminous vibriosis disease in shrimp aquaculture [5]),
in the process of leather tanning and textiles dyeing [11], the production of
rubber [8], and as hydrogen storage material [7].

Predominantly, formic acid is synthesized by methanol carbonylation res-
ulting in a formate ester which undergoes a hydrolysis process with an excess
of water [8, 34–36]. Another method for producing formic acid is the elec-
trochemical reduction of CO2 in an aqueous electrolyte solution [12–15]. The
electrochemical conversion of CO2 in a single step using H2O is less resource
intensive than methanol carbonylation, uses an abundant resource (CO2), and
avoids the production of intermediates. Electrochemical reduction of CO2
is typically performed in alkaline media to suppress the competing hydrogen
evolution reaction (HER) [17]. The reduction of CO2 at the cathode results
in formate (HCOO-) and hydroxide (OH-) ions [12]:

CO2 +H2O+ 2e− → HCOO− +OH− (3.1)

Depending on the pH, either formic acid or formate is produced. CO2 reduc-
tion is mostly performed in alkaline solutions [12], but this results in formate,
which is not the desired product from a market perspective [17]. To obtain FA,
researchers are shifting to CO2 reduction in (slightly) acidic conditions using
pH neutral electrolytes (such as NaCl), which become acidic upon CO2 dissol-
ution [17]. Due to possible salting-out effects, there is a trade-off between CO2
solubility and electric conductivity as a function of the NaCl concentration.

Currently, electrocatalytic reduction of CO2 to HCOOH is not optimal due
to the low solubility of CO2 in aqueous solutions [16]. One possible solution
is to use CO2 at high pressures [14]. Another solution is to use a gas diffu-
sion electrode, but in this case fouling and/or undesired crystallization takes
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place [47–49]. This is a problem for producing HCOOH as the low solubility
of CO2 decreases the yield of the process. It is therefore crucial to investigate
the possibilities of improving the solubility of CO2 in the electrolyte. Formic
acid/water systems are difficult to study experimentally because FA is sus-
ceptible to decomposition at relatively low temperatures and exhibits complex
behavior with mixtures [161, 162]. FA forms strong hydrogen bonds [162–
164]. There are two types of hydrogen bonds formed between FA monomers
and water molecules: C-H· · ·O and O-H· · ·O [163, 165]. Due to the complex
behavior of FA mixtures, force field-based molecular simulations are alternat-
ive approach to obtain thermodynamic properties, in cases where there is a
lack of experimental data. In this work, molecular simulations have been used
to study the CO2 solubility in aqueous FA solutions and the effect of salting
in/out. The modelling of hydrogen bonds is challenging in simulations because
their presence leads to density and structural anomalies, such as a tetrahedral
coordination in water [166]. Due to the strong H-bonds of FA, systems of FA –
water are difficult to model due to the structure of the liquid phase [163, 167–
169]. To the best of our knowledge, the effect of salt addition on the CO2 solu-
bility was investigated in pure water [50–53] and not in aqueous FA solutions.
The first attempt to make an economic evaluation of electrochemical reduction
of CO2 with the use of potassium hydroxide and potassium sulfate (K2SO4) as
electrolytes is described by Ramdin et al. [17] The results of our work can be
used for a better design of processes for the electrochemical reduction of CO2,
in search of chemicals that enhance the CO2 solubility and thus the efficiency
of the CO2 conversion without decreasing ionic conductivity of an electrolyte
solution. Here, we will show the salting out effect of NaCl electrolyte on CO2
solubility and CO2 solubility dependence on HCOOH fraction in the solution.

This chapter is organized as follows: in section 3.2, we define the HCOOH
model and force fields. In section 3.3, we provide technical details of the mo-
lecular simulation methods. In section 3.4 we specify detailed information
on the simulations. In section 3.5 we present and discuss the results. The
selected HCOOH force field is validated by simulations of vapor-liquid equi-
libria (VLE) and vapor pressure as a function of temperature. The densities
of HCOOH/H2O systems with different mole fractions of FA are compared to
the experimental values. The dependence of the Henry coefficient of CO2 on
the mole fraction of HCOOH and the NaCl concentration in the mixture is
determined. The solubility of CO2 decreases with increasing NaCl concentra-
tion in the solution but increases with HCOOH concentration. Our findings
are summarized in section 3.6.
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3.2— Force Field
The HCOOH molecule was constructed using the Avogadro molecule ed-
itor [170] and its geometry optimization was performed at the B3LYP/6-
31G(d) level of theory using Gaussian09 [171]. The resulting geometry is
shown in Figure 3.1. The model is rigid, and all interaction sites are at the
atom positions (in sharp contrast to the anisotropic force field in the study by
Schnabel et al. [172]).

Equilibration of systems containing both HCOOH and H2O is not straight-
forward due to the presence of strong hydrogen bonds [173]. The compatibility
of force fields for formic acid and water is unknown. For this reason, it is neces-
sary to conduct a test verifying if the force field results in molecular simulations
that are in thermodynamic equilibrium. Four force fields for HCOOH (FF-0,
FF-1, FF-2, FF-3) in combination with the SPC/E force field for water were
studied here. In the literature, there are three variants of the OPLS/AA force
field [174] available for HCOOH, as well as a force field developed by Schnabel
et al [172]. The OPLS/AA force fields are here named FF-0, FF-1 and FF-2.
They correspond to the so-called ‘Original’, P1 and P2 force fields from the
study of Salas et al [174], respectively. FF-3 is the force field by Schnabel
et al [172]. All studied force fields use a functional form for intermolecular
interactions based on Coulombic and Lennard-Jones (LJ) interactions:

Uinter
(
rij
)
=

qiqj
4πε0rij

+ 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(3.2)

where rij is the distance between atoms i and j, qi is the partial charge of atom
i, and ε0 is the permittivity of vacuum. εij and σij are the Lennard-Jones
energy and size parameters, respectively [174]. Interactions between unlike
Lennard–Jones sites are defined by the Lorentz–Berthelot mixing rules [129].
The interaction parameters for all studied HCOOH force fields are shown in
Tables A.2 – A.5 of Appendix A, and references to the original publications
of these force fields are provided. The interaction parameters of the HCOOH
force field FF-2 selected for further simulations are in Table A.4 of Appendix
A, together with the SPC/E force field for water [175], the García-Sánchez et
al. force field for CO2 [176] and the Joung–Cheatham force field for NaCl [177],
that were used in this work.
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Fig. 3.1. Schematic representation of the HCOOH model optimized using Gaussian09 [171]
at the B3LYP/6-31G(d) level of theory. The visualization is created using iRASPA [38]. The
atoms labels and the respective atomic positions are listed in Table A.1 of Appendix A. The
listed bond lengths are in Å.

3.3 — Methodology
The computation of excess chemical potentials (µex) enables to test the com-
patibility of force fields, and subsequently, the calculation of Henry coefficients
for CO2 in aqueous solutions of HCOOH. The aim is to consider the salting
in/salting out effects of NaCl addition to increase the electric conductivity and
therefore the efficiency of the electrochemical reduction of CO2.

For all simulations, the Monte Carlo (MC) Software Brick-CFCMC [143,
152] was used. This is an open-source molecular simulation code for the
calculation of phase and reaction equilibria using state-of-the-art force field-
based MC simulations in different ensembles, such as the NVT, NPT, grand-
canonical, reaction, and the Gibbs ensemble [152]. The Continuous Fractional
Component (CFC) Monte Carlo [139, 141] method in the NPT ensemble can
be considered as an expanded ensemble version of the conventional NPT en-
semble, in which a fractional molecule is introduced to the system. The inter-
actions of the fractional molecule are scaled by a parameter λ ∈ [0, 1]. There
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are no interactions of the fractional molecule with the surroundings when λ =
0, which means that the molecule is treated as an ideal gas molecule. For λ =
1, the fractional molecule has the same interactions as the other molecules not
being a fractional molecule [139, 143]. The biasing of λ using a weight func-
tion [W (λ)] is necessary to prevent the system from getting stuck at certain
values of λ [139]. The weight function can be obtained via the Wang-Landau
algorithm or an iterative scheme [143]. The excess chemical potential can be
calculated using two different routes [143, 152]. The first route is based on the
probability distribution of the scaling factor [p(λ)] of the fractional molecule:

µex
i = −kBT ln

(
p(λ = 1)

p(λ = 0)

)
(3.3)

where kB is the Boltzmann constant, T is temperature, and p(λi = 1) and
p(λi = 0) are the probabilities of the scaling factor λi taking the value 1 and 0,
respectively [146, 153]. A flat probability distribution of λ is ensured by adding
a biasing weight function, which is easily achieved for small molecules (low
uncertainty for µex). The second route is recommended in case of large and/or
strongly polar molecules and uses the computation of µex via thermodynamic
integration [152]:

µex
i =

∫ 1

0

〈
∂U

∂λ

〉
dλ (3.4)

The application of thermodynamic integration eliminates the need for
sampling the full λ-space with equal probability in a single simulation. The
term ⟨∂U∂λ ⟩ is the ensemble average derivative of the potential energy with
respect to the interaction scaling factor λ. Values for ⟨∂U∂λ ⟩ can be computed
from several independent simulations at different fixed values of λ [152, 178].

The excess chemical potentials for HCOOH and H2O were calculated using
the probability distribution of the scaling factor p(λ), as well as from thermo-
dynamic integration. A series of NPT simulations of HCOOH/H2O systems
were performed with mole fractions xHCOOH = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1. The
compositions and average box volumes of all 7 systems simulated for the Gibbs-
Duhem integration test are shown in Table A.6 of Appendix A. The value of µex

computed from the probability distribution p(λ) was obtained directly from a
single simulation of each system. Two fractional molecules (one for HCOOH
and one for H2O) were introduced in those simulations. For the thermody-
namic integration, simulations of each system had to be computed separately
for a HCOOH fractional molecule and a H2O fractional molecule. In Brick-
CFCMC, the value ⟨∂U∂λ ⟩ can only be computed for a single charge-neutral
group of fractional molecules [152]. Series of 99 simulations were performed at
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values of λ ranging from 0.01 to 0.99. The resulting values of ⟨∂U∂λ ⟩ as a func-
tion of λ were used in the thermodynamic integration (Eq. 3.4) to compute
µex.

The computed values of µex and the activity coefficient γi for component
i depend on the composition of the system. The activity coefficient can be
computed from [179]:

γi =
ρi

xi · ρi0
· exp

[
µex
i − µex

i0
kBT

]
(3.5)

where ρi and ρi0 are the number densities of component i in the mixture
and the reference number density of the pure solvent, respectively. µex

i is the
excess chemical potential of component i in the mixture and µex

i0 is the excess
chemical potential of i in the pure fluid i. The derivation of Eq. 3.5 is provided
in Appendix A.

The Gibbs-Duhem integration test [180] is a convenient tool to verify that
the calculated activity coefficients of a system correspond to a system at equi-
librium. Four studied HCOOH force fields [172, 174] in combination with the
SPC/E force field for water were checked for thermodynamic consistency using
the Gibbs-Duhem integration test [180]:∫ 1

0
ln

(
γ1
γ2

)
dx1 = 0 (3.6)

where γ1 and γ2 are the activity coefficients of component 1 and component
2, respectively, and x 1 is a mole fraction of component 1. The trapezoidal
rule [181] was used for approximating the definite integral:

∫ b

a
f(x)dx ≈

N∑
k=1

f (xk−1) + f (xk)

2
· (xk − xk−1) (3.7)

where N is the number of the subintervals. The uncertainties of the Gibbs-
Duhem integrals were calculated using error propagation. The uncertainty for
k th subinterval of the integral is calculated by:

ERRk =

√
δ2
f(xk−1)

+ δ2
f(xk)

2
· (xk − xk−1) (3.8)

where δf(xk) is an uncertainty of ln
(
γ1
γ2

)
computed as the standard deviation

from five independent simulations and xk is a mole fraction of component 1,
considered in k th subinterval. The uncertainty of the Gibbs-Duhem integral is
calculated using all subintervals by:
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ERRG - D =

√
ERR2

k + ERR2
k+1 + ... + ERR2

N (3.9)

The densities of simulated HCOOH/H2O binary mixtures with different
HCOOH mole fractions were compared with the experimental data [175] at
temperatures 288.15 K, 298 K, and 303.15 K. The VLE curve for pure HCOOH
was simulated using the Gibbs Ensemble at constant total volume, combined
with the CFC method [143]. In this ensemble, there are two simulation boxes
that can exchange molecules and volume. The phase equilibrium densities
were reproduced for a temperature range from 335 K to 560 K and compared
to experimental data [172]. At the start of the simulation, the total num-
ber of molecules in each simulation was equal to 400. Both simulation boxes
were identical in terms of number of molecules and volume. The critical val-
ues of temperature and density were determined using the Schröer-Pottlacher
approach [154]. The densities of the gas phase from the Gibbs Ensemble simu-
lations were used to compute saturated vapor pressures. For the temperature
range 335 K to 560 K, a series of NPT simulations for the gas phase were
performed as a function of pressure. From these simulations, HCOOH vapor
pressures were calculated using interpolation of the pressure as a function of
density. Additionally, vapor pressures of HCOOH were calculated by assuming
an ideal gas phase [182]:

P sat = ρL · kBT · exp
(

µex
L

kBT

)
(3.10)

where ρL and µex
L are the number density and the excess chemical potential of

the liquid phase from Gibbs Ensemble simulations, respectively. This approx-
imation is investigated in Appendix A by the calculation of HCOOH dimer
and monomer partial vapor pressures.

The solubilities of CO2 in aqueous HCOOH solutions were determined from
the Henry coefficient which are calculated by [183]:

Hcoeff = ρmix · kBT · exp
(
µex

CO2

kBT

)
(3.11)

where ρmix is a number density of the mixture, and µCO2 is the excess chem-
ical potential of CO2 at infinite dilution. To investigate the dependence of
the CO2 solubility on the salt content, NPT simulations of systems contain-
ing HCOOH/H2O/CO2/NaCl were performed. To characterize the HCOOH
content, HCOOH pseudo-mole fractions were used that are defined by:

xHCOOH =
NHCOOH

NHCOOH +NH2O
(3.12)
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For each HCOOH pseudo-mole fraction xHCOOH = 0, 0.1, 0.3, 0.5, 0.7, 0.9,
1, four concentrations of NaCl have been studied: 0, 0.25, 0.5, 0.75 mol NaCl
per kilogram of solvent (HCOOH + H2O). The exact number of molecules used
in each system is shown in Table A.7 of Appendix A. To enable the calculation
of the excess chemical potential of CO2, a fractional molecule of CO2 is added
to all systems.

As this is our first estimate for the HCOOH/H2O/NaCl mixture, the ideal
gas behavior was assumed. The computations are performed in the limit where
the pressure approaches zero and hence the volume tends to infinity. In this
limit, the side of monomers is favored by the reaction equilibrium in the gas
phase. The increase of the volume leads to the decrease of the density. To
counteract this, the number of monomers increases in the system resulting
in the increase of the density. The appearance of monomers only allows to
approximate the ideal gas behavior. The vapor pressures of H2O and HCOOH
were calculated by [184]:

Pi = γi · xi · P ∗
i (3.13)

where γi is an activity coefficient of component i, xi is a mole fraction of
component i, Pi is actual partial vapor pressure and Pi

* is the vapor pressure
of the pure solvent at the same temperature. The values of Pi

* for HCOOH
and H2O used in Eq. 3.13 were computed at 298.15 K using Gibbs Ensemble
simulations (at constant total volume). The computed values were equal to the
experimental data at 298 K [185, 186] within the error bars. The values of Pi

*

for HCOOH and H2O used in Eq. 3.13 were 5678.2 Pa [185] and 3169.0 Pa [186],
respectively. The total pressure of the system was calculated according to the
additivity of the partial pressures:

Ptotal = PHCOOH + PH2O (3.14)

where PHCOOH and PH2O are the partial pressures of HCOOH and H2O, re-
spectively. The results were compared with experimentally measured total
pressures of the HCOOH/H2O mixture at 291.15 K [187] and 303.15 K [188,
189] without NaCl added. The HCOOH vapor mole fraction was calculated
by:

yHCOOH =
PHCOOH
Ptotal

(3.15)

The azeotropic behavior of simulated HCOOH/H2O system without NaCl
addition was analyzed using P(x,y) and y-x diagrams. The results were com-
pared with the NRTL-HOC method [190, 191] using parameters from Ref. [17].
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The effect of salt on the solubility of CO2 can be described by engineering
models, e.g. the study by Weisenberger and Schumpe [192]. The solubility of
CO2 was compared with an engineering model for estimation of gas solubilit-
ies in salt solutions [192]. The Sechenov constant K was computed for each
HCOOH pseudo-mole fraction from the slope of linear function, according to:

log10
cG,o

cG
= K · cS (3.16)

where cG,o and cG are the gas solubilities in pure water and in the salt
solution, respectively, and cS is the molar concentration of the salt. The
solubility is related to Henry coefficients computed in the simulations of
HCOOH/H2O/CO2/ NaCl mixtures and expressed as H coeff -1. The solubility
of gases in the solvent is inversely proportional to the Henry coefficient. Ob-
tained values for K were compared with the Sechenov constant for CO2/NaCl
system calculated based on engineering model parameters [192].

3.4— Simulation Details
In all simulations, the cutoff radius for intermolecular interactions is set to 10
Å. Interactions are truncated with analytic tail corrections applied. Periodic
boundary conditions are exerted in all three directions. The Ewald summation
method [151] is used for calculating electrostatic interactions. The number of
k -vectors in each direction Kmax equals 8 and the damping parameter α equals
0.32 Å-1. The parameters for the Ewald summation correspond to a relative
precision of 10-6. One single MC cycle consists of N MC trial moves, where
N is the total number of molecules at the start of the simulation. Each sim-
ulation was carried out with 200 000 equilibration cycles. In the production
phase, 400 000 to 500 000 MC cycles were performed, depending on the energy
equilibration of individual systems and a reaching flat probability distribution
of the observed value of λ. The probabilities of selecting trial moves were 30%
translations, 30% rotations, 1% volume changes, 15% λ changes and 30% CFC
hybrid moves that combine the swap and identity changes [143]. To calculate
the standard deviations of the computed values, all sets of simulations were
performed five times starting from independent configurations and using dif-
ferent random number seeds. The algorithms provided in Brick-CFCMC [143,
152] are used to generate random initial configurations. The dissociation of
formic acid in water was neglected in the simulations due to the low pKa
value of formic acid (3.745 [27]). As a rough guide, for an ideal solution model
the equilibrium reaction extent for the dissociation reaction (H+ and HCOO−)
would be equal to only 0.026. We also neglected the soluble [186] sodium form-
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ate since it forms at very low concentrations by reaction between the formate
product of CO2 reduction and the cell electrolyte.

3.5 —Results and Discussion
We first validated for which combinations of the SPC/E – HCOOH force fields
the Gibbs-Duhem integration is passed within the error bars. In Table A.8
of Appendix A, the excess chemical potentials obtained from the probability
distribution of λ and thermodynamic integration are compared. It turns out
that both routes for obtaining µex (i.e., from the probability distribution of λ
and thermodynamic integration) lead to nearly identical results. The concep-
tually simpler route of using the probability distribution of λ turned out to be
sufficiently accurate. The relative difference between µex computed from the
probability distribution of λ and µex from thermodynamic integration is below
0.5%. The average uncertainties of µex are 0.31 kJ mol-1 and 0.13 kJ mol-1 in
case of probability distribution of λ and thermodynamic integration, respect-
ively. A typical example of ⟨∂U∂λ ⟩ as a function of λ is shown in Figure 3.2.

The Gibbs-Duhem integration test was performed based on the values of
µex of HCOOH and H2O computed from the probability distribution of λ.
The values of ln

(
γ1
γ2

)
for four studied force fields as a function of HCOOH

mole fraction are shown in Figure A.1 of Appendix A. Table 3.1 shows the
results of this integration. For further studies, we selected the FF-2 force
field [174], as the OPLS/AA force field is a well-established, broadly applicable
and extensively developed force field for organic molecules [149]. The HCOOH
force field FF-2 is used for all simulations in the remainder of this chapter. The
activity coefficients and densities for HCOOH and H2O obtained using all the
studied force fields, are listed in Tables A.9 and A.10 of Appendix A.

For validation of the FF-2 HCOOH/H2O SPC/E force fields the simulated
HCOOH/H2O densities were compared with experimental densities found in
literature [193] in Figure 3.3. Three temperatures were considered: 288.15 K,
298 K, and 308.15 K. The values of the calculated densities differ from the
experimental ones by 0.52% – 4.82%. The order of magnitude for uncertainty
values is ca. 1 g cm-3.

The FF-2 force field was further validated for a pure HCOOH system. The
VLE phase diagram was simulated for a temperature range from 335 K to
560 K and compared with experimental values [172] and simulation results of
Mináry et al. [194] (see Figure 3.4). The computed VLE curve fits well with
the experimental values up to 510 K. At higher temperatures, the line starts
to diverge from the experimental values. The average uncertainty of computed
densities is 0.021 mol L-1. The VLE curve obtained using FF-2 force field is
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Fig. 3.2. ⟨ ∂U
∂λ

⟩ as a function of λ for a HCOOH/H2O system containing a fractional
molecule of HCOOH. xHCOOH = 0.1, T = 298 K, and P = 1 bar. The values of ⟨ ∂U

∂λ
⟩ were

obtained from 99 independent simulations at different fixed values of λ. The blue points
represent the values of ⟨ ∂U

∂λ
⟩ and the red line is a fitted spline. The error bars of ⟨ ∂U

∂λ
⟩ were

computed as the standard deviation from five independent simulations. The integration of
the fitted spline resulted in µex of HCOOH equals to -24.5 ± 0.1 kJ mol-1.

Table 3.1: Gibbs-Duhem integration test results for the four studied HCOOH/H2O force
fields. All the studied force field resulted in the Gibbs-Duhem integral equals to zero within
the error bars. The subscripts show uncertainties computed using error propagation rules.

Force field −
∫ 1
0 ln

(
γ1
γ2

)
dx1

FF-0 0.080.10
FF-1 0.010.13
FF-2 -0.030.11
FF-3 0.020.16

less deflected from the experimental data than the simulation results of Mináry
et al. [194] using the HCOOH model of Jedlovszky and Turi [163].

The saturated vapor pressure of pure FA was computed from series of NPT
simulations of vapor phase and calculated using the liquid phase properties
from Gibbs Ensemble simulations using Eq. 3.10. The results were compared
with experimental data [172] as a function of temperature, as shown in Fig-
ure 3.5. In the case of vapor phase simulations, the vapor pressures of pure
FA differ from the experimental ones by 13.26% – 64.74%. The average devi-
ation equals to 29.66%. The uncertainties are close to zero, due to the small
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(a)

(b)

(c)

Fig. 3.3. Densities of HCOOH/H2O systems as a function of the mole fraction of HCOOH
compared to the experimental values [193], at (a) 288.15 K, (b) 298 K, and (c) 308.15 K and
1 bar. Calculated values of density differ from experimental by 0.71% – 3.19% for 288.15 K,
0.52% – 4.16% for 298 K, and 0.90% – 4.82% for 308.15 K. The uncertainties were computed
as the standard deviation from five independent simulations. The error bars are smaller
than the size of the symbols.
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Fig. 3.4. Vapor-liquid equilibrium curve of pure HCOOH. The coexistence densities were
reproduced for a temperature range from 335 K to 560 K and compared with experimental
data [172] and simulation results of Mináry et al [194]. The uncertainties were computed as
the standard deviation from five independent simulations. The error bars are smaller than
the size of the symbols. The average uncertainty of the computed densities is 0.021 mol L-1.
The simulated VLE curve fits well with the experimental values up to 510 K, after which
values start to diverge. The critical values of temperature and density were determined
(experimental values in parentheses): T c = 610.19 (588.00) [172] K, ρc = 7.39 (8.00) [172]
mol L-1, leading to the differences relative to the experimental values respectively 3.8% and
7.6%.

number of molecules used in the simulation of the vapor box. The average
uncertainty equals to 0.1 MPa. The configurations of computed systems were
visualized, and the presence of dimers was confirmed in the gas phase of our
simulations (see Figure A.2 in Appendix A). The formation of dimers in FA
is experimentally proven and leads to non-ideal gas behavior [162, 169]. The
values of saturated vapor pressures calculated using Eq. 3.10, differ from ex-
perimental data by 37.84% - 1.19%. The difference decreases with increasing
vapor pressure. The average uncertainty of the calculated pressures is equal
to 0.02 MPa.

The dependence of the Henry coefficient of CO2 on the mole fraction of
HCOOH and NaCl concentration in the mixture was computed. The results
are presented in Figures 3.6 and 3.7. In Figure 3.7, literature values for CO2
solubility in H2O/NaCl system are shown for comparison. These are as follows:
(1) experimental Henry coefficients of CO2 for H2O/NaCl system at 293.8 K
from a study of Weiss et al. [196], (2) Henry coefficients calculated from exper-
imental solubilities at 298.15 K from a study of Harned et al. [197], (3) Henry
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Fig. 3.5. Comparison of the saturated vapor pressures of HCOOH computed from series of
NPT simulations of vapor phase and calculated using the liquid phase properties from Gibbs
Ensemble simulations with experimental values [172] as a function of temperature. In the
case of the vapor phase simulations, the differences between simulations and experiments
vary by 13.26% - 64.74%, due to the small number of molecules used in the simulation.
The saturated vapor pressures calculated using Eq. 3.10 differ from experimental values by
37.84% - 1.19%, whereby with increasing vapor pressure, the difference decreases. The values
of the HCOOH vapor pressures are shown in Table A.11 of Appendix A. The uncertainties
are computed as the standard deviation obtained from five independent Gibbs Ensemble
simulations. In case of the vapor pressures of pure HCOOH computed from the series of
NPT simulations (PHCOOH,sim), the average uncertainty equals to 0.1 MPa. The average
uncertainty of the values calculated by Eq. 3.10 is equal to 0.02 MPa.

coefficients calculated from experimental solubilities at 303.15 K from a model
of Duan et al. [50]. From the comparison with literature, it is shown that the
Henry coefficient of CO2 computed in this study are in the correct range. The
average deviation from the experimental values at 298.15 K [197] is 31%. The
reason of deviations from the experimental data is non-ideal gas behavior.

In Figure 3.8, vapor pressures for systems with different NaCl concentra-
tions are shown as a function of the pseudo-mole fraction of HCOOH. Due
to the lack of experimental data at 298.15 K, the experimental vapor pres-
sures for a system without added NaCl are shown for comparison at 291.15
K [187] and 303.15 K [188, 189]. The difference between temperature used in
our study and temperature of the experimental vapor pressures for a system
without NaCl is very small and the resulting vapor pressures are comparable.

The computed vapor pressures are in the correct range but show a relat-
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Fig. 3.6. Henry coefficients of CO2 computed for several NaCl concentration as a function of
the pseudo-mole fraction of HCOOH at 298.15 K. The lines connecting the symbols are used
to guide the eye. The solubility of CO2 decreases with the increase of the NaCl concentration
in the solution, but increases with the HCOOH concentration. The uncertainties were
computed as the standard deviation from five independent simulations. The uncertainty
decreases with the increase of HCOOH concentration. For xHCOOH = 0, the order of
magnitude of the error bars is 1 · 107 Pa, for xHCOOH = 0.3 this drops to 1 · 106. Compared
to the experimental Henry coefficient for CO2 in water, which is 1.62 · 108 Pa at 298.15
K [195], simulated value differs by 16.9% and equals to 1.90 · 108 ± 1 · 107 Pa.

ively high deviation from experimental values. The simulations result in a low-
boiling azeotrope in sharp contrast to the NRTL-HOC computations [17] that
indicate high-boiling azeotrope behavior of the HCOOH/H2O system (see Fig-
ure A.3 of Appendix A). Our first estimate of the HCOOH/H2O/NaCl model
did not describe the azeotrope accurately due to the non-ideal gas behavior
caused by dimer formation, which was confirmed by visually inspecting charac-
teristic configurations of the simulations as shown in Figure A.4 of Appendix A.
Achieving the same magnitude of computed and experimentally measured va-
por pressures is considered as sufficient for our for HCOOH/H2O/NaCl model
without any adjustments. Additionally, the calculation of HCOOH dimer and
monomer partial vapor pressures are presented in Table A.12 of Appendix
A. The calculated dimer partial vapor pressures are found to be higher than
monomer partial vapor pressures, confirming that the non-ideal dimer forma-
tion behavior is the reason why our model does not reproduce vapor pressures
and azeotropic behavior more precisely than the order of magnitude. The
Sechenov constants for each studied pseudo-mole fraction of HCOOH are lis-
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Fig. 3.7. Henry coefficients of CO2 computed for different HCOOH pseudo-mole fractions
as a function of the NaCl concentration in the solution at 298.15 K. The lines connecting
the symbols are used to guide the eye. The solubility of CO2 decreases with the increase of
the NaCl concentration in the solution but increases with the HCOOH concentration. The
uncertainties were computed as the standard deviation from five independent simulations.
The uncertainty decreases with the increase of HCOOH concentration. The experimental
Henry coefficients of CO2 for the H2O/NaCl system at 293.8 K from a study of Weiss et
al. [196] are displayed as black points. The Henry coefficients calculated from experimental
solubilities at 298.15 K from a study of Harned et al. [197] are displayed as yellow points.
The calculated Henry coefficients from a model of Duan et al. [50] at 303.15 K are displayed
as grey points.

ted in Table 3.2. The value of K calculated using model parameters [192]
for CO2/NaCl system is 0.1117 m3 kmol-1. The computed K for different
pseudo-mole fraction of HCOOH show a scattering but are of the same order
of magnitude. The experimental solubility of NaCl in pure formic acid is 0.89
mol per kg of solvent at 298.15 K [198]. NaCl is still soluble for all studied
concentrations in the simulated systems.

The solubility of CO2 increases with the HCOOH concentration (decrease
in Henry constant), leading to the highest solubility for pure formic acid and
the lowest in the case of pure water. The CO2 solubility decreases with the
increase of NaCl concentration in the solution. This trend continues up to
xHCOOH = 0.3 in the solution, after which the concentration of NaCl has no
significant effect on the CO2 solubility. This effect is described as salting out,
where an increase in the ionic strength of a solution decreases the solubility of a
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Fig. 3.8. The total vapor pressure (PH2O + PHCOOH) for systems of certain NaCl con-
centrations, as a function of the HCOOH mole fraction at 298.15 K. The lines connecting
the symbols are used to guide the eye. For comparison, vapor pressures of the NRTL-HOC
model at 298.15 K [17] and experimental vapor pressures at 291.15 K [187] and 303.15 K [188,
189] for a system without NaCl are also shown. The uncertainties were computed as the
standard deviation from five independent simulations.

Table 3.2: Sechenov constants for each studied pseudo-mole fraction of HCOOH. The value
of K calculated using model parameters [192] for the CO2/NaCl system is 0.1117 m3 kmol-1.
The error bars were computed as the standard deviation from 5 independent simulations.
The computed values of K for different pseudo-mole fractions of HCOOH are in the same
order of magnitude.

xHCOOH K/[m3 kmol-1]
0 0.20.1

0.1 0.230.08
0.3 0.110.04
0.5 0.190.06
0.7 0.130.09
0.9 0.190.06
1 0.160.05

solute. The more notable decrease in the CO2 solubility for systems consisting
predominantly of water can be explained by the fact that when salt ions such as
NaCl are added to water, water molecules are bound to “solvates”, leaving fewer
water molecules for CO2 to adhere to. Upon salt addition, weak attractions
of CO2 molecules to water are decreased and dissolved CO2 is displaced from
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polar water. Studies on the hydration of ions and the interaction of ions
with water molecules have shown that, at a high density, smaller ions tend
to bind the molecules of water more effectively, while larger ions with a low
charge density bind the water molecules weakly [199, 200]. Similar results
for CO2 solubility in water in the presence of salt ions are presented in the
literature [50–53]. Salting out effects were shown in a study by Liu et al. [51],
where systems consisting of distilled water and various concentrations of NaCl,
MgCl2, CaCl2 and MgCl2 + CaCl2 were studied. The solubilities of CO2 were
measured in pure distilled water and salinities of 1000, 10000 and 15000 ppm
at 298 K. In all cases, a decrease in CO2 solubility was observed as salinity
increases. In a study by Koschel [52], the effect of NaCl concentrations on
CO2 solubility in water was studied at 323.1 K and 2 – 20 MPa, and at 373.1
K and 5 – 20 MPa. For both temperatures salting out was observed, in line
with the findings by Liu et al. [53] on the effects of NaCl + KCl + CaCl2 at
various temperatures.

An interesting research topic is to investigate if other chemicals may
enhance the CO2 solubility. Salting-in effects are possible by using salts
like NaClO4 [201]. In the aqueous NaClO4 solutions, mutual affinity occurs
between the ClO4- anion and CO2 [202]. This results in an increase in the
solubility of CO2. For most salting-out salts, the salting effect is possible to
predict based on the viscosity B-coefficients [203], that describe the change
of water mobility induced by salts. The salting-in effect is more specific and
complex than the salting-out. It cannot be predicted by the viscosity B-
coefficients of salts. In the most of cases there is a correlation between salting
out Sechenov constant and viscosity B-coefficient [201]. The structure maker
ions (positive value of viscosity B-coefficients) strengthen the water-water
hydrogen bond network and reduce the entropy of water. The solubility of the
non-polar solutes decreases. The salting-in NaClO4 is an exception. It has a
positive value of the viscosity B-coefficient (0.012 [203]), which inconsistency is
not well understood due to the lack of knowledge on the underlying molecular
mechanism [201].

3.6 —Conclusions
We present a study on the solubility of CO2 in aqueous solutions of HCOOH
and the effect of adding NaCl to the system. All the studied HCOOH/SPC/E
force fields resulted in the Gibbs-Duhem integral equals to zero within the
error bars, even though they were not parameterized explicitly for mixtures
with water. To investigate the compatibility of the other HCOOH force fields
with the SPC/E force field, more research is required. The Continuous Frac-



3.6. CONCLUSIONS 55

tional Component Monte Carlo method turns out to be able to compute excess
chemical potential with sufficient accuracy. The routes used to compute the
excess chemical potentials of HCOOH and H2O i.e., (1) from the probability
distribution of the scaling factor, and (2) thermodynamic integration, resulted
in excess chemical potentials that differ by approximately less than 0.5%. The
method using p(λ) is precise enough to reproduce µex. Validation of the selec-
ted force field by comparing the density, vapor-liquid equilibrium and vapor
pressure with the experimental values showed a high accuracy of the model.
Based on the most compatible model FF-2 HCOOH/H2O SPC/E, we observe
the salting out effect of NaCl on CO2 solubility, which should be considered
in further research in the field of CO2 reduction. From an economical point
of view, the salting out effect is unprofitable because it reduces the amount
of product obtained. It is also disadvantageous from an ecological point of
view, as less CO2 would be reduced and removed from the environment. It
would be interesting to investigate if other chemicals may enhance the CO2
solubility and hence the efficiency of the CO2 conversion without decreasing
ionic conductivity of an electrolyte solution. An important observation is that
CO2 solubility increases (Henry coefficient decreases) with HCOOH fraction
in the solution. HCOOH production may be a better alternative to elevating
CO2 pressure to modify solubility.
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Formic acid production from CO2 allows the reduction of carbon diox-
ide emissions while synthesizing a product with a wide range of applications.
CO2 hydrogenation is challenging due to the cost of transition metal catalysts
and the toxicity of the transition elements. In this work, the thermodynamic
confinement effects of the metal-organic framework UiO-66 on the CO2 hydro-
genation to formic acid were studied by force field-based molecular simulations.
The confinement effects of UiO-66 and the metal-organic frameworks Cu-BTC,
and IRMOF-1 were compared, to assess the impact of different pore size and
metal centers on the production of HCOOH. Monte Carlo simulations in the
grand-canonical ensemble were performed in the frameworks, using gas phase
mole fractions of CO2, H2, and HCOOH at chemical equilibrium, obtained
from Continuous Fractional Component Monte Carlo simulations in the Reac-
tion Ensemble. The adsorption isobars of the components in metal-organic
frameworks were computed at 298.15 - 800 K, 1 - 60 bar. The enhance-
ment of HCOOH production due to preferential adsorption of HCOOH in
metal-organic frameworks was calculated for all studied conditions. UiO-66,
Cu-BTC, and IRMOF-1 affect CO2 hydrogenation reaction, shifting the ther-
modynamical equilibrium towards HCOOH formation. The prevailing factor
is the type of metal center in the metal-organic framework. The confinement
effect of Cu-BTC turns out to exceed the enhancement caused by UiO-66, and
IRMOF-1. The resulting mole fraction of HCOOH increased by ca. 2000 times
compared to the gas phase at 298.15 K, 60 bar. Cu-BTC can be considered
as an alternative to improve the production of HCOOH due to elimination of
the high-cost temperature elevation, cost reduction of downstream processing
methods, and comparable final concentration of HCOOH to the reported con-
centrations of formate obtained using transition metal catalysts.

This chapter is based on the following publication:
Wasik, D. O., Martín-Calvo, A., Gutiérrez-Sevillano, J. J., Dubbeldam, D., Vlugt, T. J. H.,
Calero, S. Enhancement of Formic Acid Production from Carbon Dioxide Hydrogenation
Using Metal-Organic Frameworks: Monte Carlo Simulation Study. Chemical Engineering
Journal 2023, 467, 143432.
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4.1— Introduction
Since the beginning of the industrial era in 1750, the carbon dioxide level
in the atmosphere has increased from ca. 277 parts per million (ppm) [204]
to ca. 412.4 ppm in 2020 [205]. Technological efforts are made to reduce
CO2 emissions by the capture at the source and conversion to useful feedstock
chemicals, such as formic acid [4]. The market value of HCOOH is expected
to increase from 1.5 billion dollars to 4 billion dollars in the next 10 years [31],
which corresponds to the increase in the expected market demand. One of
the methods for producing HCOOH is the electrochemical reduction of CO2

in an aqueous electrolyte solution [12, 14, 15, 17, 206]. The electrocatalytic
reduction of CO2 to HCOOH has disadvantages due to the low solubility of
CO2 in aqueous solutions, being a consequence of salting-out effects [16]. The
possible solutions to increase the yield of the process include high-cost elevation
of the CO2 pressure [14] or the use of a gas diffusion electrode, but in this case
fouling and/or undesired crystallization takes place [47–49].

The hydrogenation of CO2 into HCOOH is challenging due to the high
kinetic and thermodynamic stability of CO2 [18]:

CO2 +H2 ⇄ HCOOH (4.1)

The carbon atom in CO2 is in the highest formal oxidation state (+4) [19].
In a study by Ghara et al. [19], the free energy change for CO2 hydrogena-
tion to HCOOH was computed as 41.84 kJ mol−1. The free energy barrier
of CO2 hydrogenation in the gas phase was found to be 351.46 kJ mol−1.
This high value indicates that the use of catalyst is needed to mediate the
reduction. Over the past few decades, transition metal based catalysts for
CO2 hydrogenation have been developed. The most efficient catalytic systems
consist of catalysts with phosphine ligands [54–58], pincer ligands [59–61], N-
heterocyclic carbene ligands [62–64] and half-sandwich catalysts with/without
proton-responsive ligands [65–69]. The cost of transition metal catalysts and
the toxicity of the transition elements are two major limitations in their us-
age [19]. It is therefore crucial to investigate the possibilities of improving
the CO2 hydrogenation efficiency with a simultaneous decrease of cost and
toxicity. Attempts to design transition metal-free homogeneous catalysts have
been made by, e.g. studies on the potential application of frustrated Lewis
pairs (FLPs) [19, 207, 208]. The FLPs have the ability to activate small, and
stable molecules as an alternative strategy. In a study by Stephan et al. [207],
it was shown that B(C6F5)3 and tBu3P in C6H5Br can bind CO2 reversibly
under mild conditions. The activation of H2 and insertion of CO2 into a B-H
bond in the first homogeneous process for hydrogenation of CO2 to CH3OH
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was presented in a study by Ashley et al. [208] However further investigation
on the stability of the system was necessary. The first catalytic process of
CO2 hydrogenation to formate in the presence of transition metal-free cata-
lyst (BCF/M2CO3 , M = Na, K, and Cs) was disclosed by Zhao et al. [209],
resulting in high turnover number (ca. 4000). The confinement effect of por-
ous materials on the thermodynamical equilibrium of the reaction may also be
considered as an alternative to the transition metal catalysts. The effects of
confinement that might affect reaction equilibrium are: (a) the higher density
of pore phase compared to the bulk-phase, resulting in an increase in yield
for reactions in which there is a decrease in the total number of moles, by Le
Chatelier’s principle [44], (b) vicinity of the neighboring pore walls affecting
the molecular orientation, (c) the selective adsorption of favored components
on the solid surfaces [70]. The interactions between the framework and the
adsorbates result in favoring some components and disfavoring others. The
separation of favored components from the other components of the mixture
causes their enhanced formation by Le Chatelier’s principle [44]. Previous
studies on the reactions carried out in confinement showed a shift in the ther-
modynamic equilibrium [70, 210–215].

Metal-organic frameworks (MOFs) are a class of porous materials that con-
tain organic ligands and metal clusters linked by coordination bonds [100]. The
high density of catalytic sites in high-area porous solids and the controllable
porous structure initiated intensive research in the area of MOFs [92, 216,
217]. The main goal is preparing new MOF structures to investigate their
applications mainly in gas storage [80] and separation [82]. Recently, MOFs
have gained attention as potential catalysts [84, 85, 218–220]. The applica-
tion of MOFs in catalysis has been already been successful, e.g., in a process
of methane reforming [221], palladium-catalyzed reactions (alcohol oxidation,
Suzuki C–C coupling, and olefin hydrogenation) [84], and isomerizations of
terpenes, terpene epoxides, and ketals [85]. MOF-based catalysts show a bet-
ter economic performance, recyclability, longer life span, and relatively lower
carbon emissions than previously used Ni-based catalysts [93, 221]. In the
study of Ong et al. [221], MOF-based catalysts were considered as an alternat-
ive to conventional transition metal catalysts in dry methane reforming. These
catalysts have net present values of ca. 62%, 140%, and 560% higher than Ni-
Ce/Al2O3, Ni/Al2O3, and Ni-HTNT, respectively, and carbon emissions of
ca. 13%, 20%, and 76% lower than Ni/Al2O3, Ni-HTNT, and unsupported
Ni, respectively. The potential advantages of MOF-based catalysts include
easier catalyst separation, recycling, and recovery of a product, reduced cost
of the catalyst due to metal-free catalytic sites, high thermal stability, the com-
bination of CO2 capture and conversion steps, pore-confinement effects, and
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mild conditions of CO2 reduction due to low reaction barriers [93]. There is a
considerable interest in a metal-organic framework UiO-66 due to its superior
mechanical, thermal, acidic, aqueous, and water vapor stability, high porosity,
and catalytic properties of the zirconium oxide node and an easy lab-scale
synthesis [96]. UiO-66 is a framework containing metal nodes composed of a
zirconium oxide complex bridged by terepthalic acid (1,4-benzenedicarboxylic
acid) ligands [96]. The adsorption of H2 and CO2 in UiO-66 was studied ex-
perimentally [100, 222] and computationally [223]. As a result, UiO-66 has
been determined as an effective adsorbent with an adsorption of H2 as high
as 4.2 wt% at 60 bar, 77 K, and CO2 adsorption of 35.6 wt% at 9.8 bar and
273 K [100, 101]. The adsorption performance of both reactants makes the
application of UiO-66 in the CO2 hydrogenation to HCOOH potentially prom-
ising. To the best of our knowledge, there are no literature data regarding the
confinement effect of UiO-66 on the production yield of HCOOH from CO2

and H2. In a study by Ye and Johnson [93, 224], the catalytic activity of func-
tionalized UiO-66 toward CO2 hydrogenation was evaluated based on reaction
energies, barriers, and geometries for the CO2 reduction steps, computed using
Density Functional Theory (DFT). Several non-metal frustrated Lewis pairs
were incorporated into the linkers of the MOF. The ease of recovery, high mass
transfer, and low reaction barriers make the application of the catalysts po-
tentially promising [93, 224]. UiO-66 was also found to be an effective catalyst
for CO2 hydrogenation to CH3OH [225]. In a study by Yang and Jiang [225],
the defective UiO-66 with a frustrated Lewis pair was successfully used in a
three-stage transformation of CO2: (a) CO2 hydrogenation to HCOOH, (b)
HCOOH conversion to formaldehyde (HCHO), (c) HCHO hydrogenation to
CH3OH [225]. Given the literature data on the catalytic activity of UiO-66,
an interesting research topic is to verify whether its confinement effect causes a
shift in the thermodynamic equilibrium of the CO2 hydrogenation to HCOOH.
The “confinement effect” should be studied independently from the “catalytic
effect”, otherwise it is unclear what is caused by confinement, and what is
caused by catalysis. Molecular simulations are a natural tool that allows us
to “switch off” the catalysis and exclusively consider the confinement effects.
The resulting shift in the thermodynamic equilibrium of the CO2 hydrogena-
tion can be evaluated by comparison to the gas phase studied at 400 - 1400
K and 1 bar [41]. In this work, the effect of UiO-66 confinement on the CO2

hydrogenation reaction is studied at less industrially expensive temperatures
298.15 - 800 K and higher pressures 1 - 60 bar, which allow more molecules to
enter the structure. The results were compared with the confinement effects
of metal-organic frameworks Cu-BTC and IRMOF-1 to assess the impact of
different pore size and metal centers on CO2 hydrogenation reaction.
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This chapter is organized as follows: in section 4.2, we provide technical
details of the molecular simulation methods. In section 4.3, we define the
metal-organic frameworks, and the force fields for CO2, H2 and HCOOH. In
section 4.4, we provide detailed information on the simulations. In section
4.5, we present and discuss the results. The adsorption isobars are computed
by Monte Carlo simulations in the grand-canonical ensemble, using the initial
CO2, H2 and HCOOH mole fractions at reaction equilibrium obtained from
Continuous Fractional Component Monte Carlo simulations [139–141] in the
Reaction Ensemble [135, 136, 142]. The HCOOH production enhancement
is calculated for all systems. The effects of UiO-66, Cu-BTC, and IRMOF-1
confinement are shown to increase the HCOOH production. Our findings are
summarized in section 4.6.

4.2 — Methodology
The confinement effect by Le Chatelier’s principle on the thermodynamic equi-
librium of the studied reaction is analyzed using force field-based molecular
simulations. The catalytic effects are absent in our model, and we fully fo-
cus on the equilibrium thermodynamics of the chemical reaction. We use
the Monte Carlo (MC) Software Brick-CFCMC [143, 152] and the RASPA
software package [94, 95] to perform simulations in the bulk-phase and con-
finement, respectively. Continuous Fractional Component Monte Carlo sim-
ulations [139–141] in the Reaction Ensemble [135, 136, 142] (Rx/CFC) were
used to simulate the thermodynamic equilibrium of CO2 hydrogenation reac-
tion in the bulk-phase. In the Monte Carlo simulations in the Reaction En-
semble (RxMC), the reactants and products are interconverted using a series
of stochastic trial moves [226]. The insertion and deletion of the reactants and
reaction products during Monte Carlo (MC) trial moves in RxMC propagate
the system to thermodynamic equilibrium. The activation energy barriers re-
lated to transition states are not considered as the dimention time is absent in
the simulations [226]. The application of RxMC in reaction equilibrium pre-
dictions was already successful for many systems [41, 70, 227–231]. The RxMC
technique is difficult to apply for high density systems since it critically relies
on insertion and deletion of reactants and reaction products [142]. To improve
the acceptance probabilities for insertion and deletion trial moves in RxMC,
the Continuous Fractional Component Monte Carlo (CFCMC) method [139–
142] is applied. Fractional molecules are introduced to the system and their
interactions with the surroundings are scaled by a parameter λ ∈ [0, 1]. When
λ = 0, fractional molecules are considered as ideal gas molecules. For λ = 1,
fractional molecules have the same interactions with the surroundings as the
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other molecules (not being a fractional molecule). The surroundings can eas-
ily adapt to the inserted/deleted molecules, which is of particular importance
at high densities (e.g., computation of the loading and enthalpy of adsorp-
tion of guest molecules in porous materials near the saturation loading [144]
and reaction equilibria of complex systems [145]). The chemical reaction is a
MC trial move to ensure chemical reaction equilibrium. The required ideal-
gas partition functions in combination with the medium/surrounding of mo-
lecules effects are used to describe the chemical reaction equilibrium [142].
The force field describing interactions between molecules, the ideal gas par-
tition functions of all reactants and reaction products and the stoichiometry
of the chemical reactions in the system are used as input for Rx/CFC simu-
lations [142]. The stoichiometry of the studied CO2 hydrogenation (Eq. 4.1)
is 1:1:1 for CO2:H2:HCOOH. The ideal gas partition functions were obtained
based on the vibrational and rotational experimental data from the NIST data-
base [232–236], see Table B.1 of Appendix B. For details about computation
and prediction of ideal-gas partition functions the reader is referred to the
book by McQuarrie et al. [156]. To validate our approach, the equilibrium
composition of syngas from the study of Rahbari et al. [41] was reproduced
assuming the ideal gas behavior by Rx/CFC simulations, see Figure B.1 of
Appendix B. The composition of the systems studied in this work by Rx/CFC
simulations consists of equal number of CO2 and H2 molecules (200) accord-
ing to the stoichiometry of the CO2 hydrogenation reaction. Simulations were
performed at 298.15 - 800 K and 1 - 60 bar.

The next step is to investigate the effect of UiO-66 on the equilibrium
of the CO2 hydrogenation reaction. The combination of the force fields of
HCOOH and MOFs cannot be investigated due to the lack of adsorption data
available. For the estimation, the compatibility of the HCOOH force field
with the framework was validated by simulating the HCOOH density in the
pores of the framework close to the maximum loading and comparing to the
experimental data. It is necessary to compute the helium void fraction (ξ)
of the framework to perform simulations of the system in confinement. This
is required to calculate the HCOOH density taking into account the empty
space of a structure. These simulations use a probe helium atom exploring
the structure using Widom’s particle insertion method to measure the energy
required for insertion of the particle in the system or the energy obtained by
inserting the particle [94, 237]. The computed value of the ξ was compared
to literature data [238]. To reach the maximum pore loading, the GCMC
simulation of HCOOH adsorption in UiO-66 was performed at low temperature
(77 K, 1000 bar). The obtained density of HCOOH was compared to the
experimental [186] and simulated [206] density of liquid HCOOH. The HCOOH
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density at the maximum pore loading in units of kg m−3 was calculated by:

ρ =
M ·N

ξ · V ·NA
(4.2)

where M is the molar mass of HCOOH in units of kg mol−1, N is the number
of molecules in the unit cell, ξ is the helium void fraction, V is the volume of
the UiO-66 unit cell in units of m3, and NA is Avogadro’s constant.

The adsorption isobars of the studied systems were computed from Monte
Carlo simulations in the grand-canonical ensemble (GCMC) [128]. In the
GCMC ensemble, the chemical potential, volume, and temperature are fixed.
The mole fractions of CO2, H2 and HCOOH at the reaction equilibrium ob-
tained from Rx/CFC simulations were used in the GCMC simulations as the
input data. The fugacity coefficients are computed using the Peng-Robinson
Equation of State (PR-EoS) [157] to convert pressure to fugacity, using the
RASPA software package [94, 95]. The chemical potential is directly obtained
from the fugacity [94]:

βµi = βµi0 + ln

(
β

f

P0

)
(4.3)

where µ is the chemical potential of component i for a non-ideal gas, β =

1/(kBT ), f is the fugacity of the mixture, P0 is the reference pressure equal
to 1 bar, µi0 is the reference state of the chemical potential of component
i. The initial mole fractions and fugacity coefficients are listed in Tables B.4
and B.5 of Appendix B. The fugacity coefficients for the mixtures of CO2, H2,
and HCOOH computed using the Peng-Robinson equation of state [157] were
compared with the fugacity coefficients for binary mixtures of CO2, and H2

obtained from the NIST Standard Reference Database REFPROP [239]. Very
good agreement between the computed fugacity coefficients and the database is
shown in Table B.5 of Appendix B. The mole fractions obtained from Rx/CFC
simulations are used as input in simulations in the GCMC ensemble, as in the
study by Matito-Martos et al. [240]

To calculate the standard deviations of the computed number of molecules
in the bulk-phase, the Brick-CFCMC simulations were performed five times
starting from independent configurations and using different random number
seeds. The algorithms provided in Brick-CFCMC [143, 152] are used to gener-
ate random initial configurations. The uncertainties in the computed number
of molecules adsorbed in a unit cell were provided by the RASPA software pack-
age [94] and were used in the case of simulations in UiO-66. The simulation is
divided into five blocks and the error is computed by calculating the standard
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deviation. Due to the high uncertainties in simulations using Cu-BTC and
IRMOF-1, the simulations in both the MOFs were performed five times to cal-
culate the standard deviations of the computed number of molecules adsorbed
in the confinement. The uncertainty of the HCOOH density at the maximum
pore loading (Errρ) is calculated based on error propagation [241]:

Errρ =
M

V ·NA
· ρ ·

√(
ErrN
N

)2

+

(
Errξ
ξ

)2

(4.4)

where M is the molar mass of HCOOH, V is the average volume of the UiO-
66 unit cell, NA is Avogadro’s constant, N is the number of molecules in the
unit cell, ξ is the helium void fraction, ρ is the HCOOH density, ErrN is the
uncertainty of the computed number of molecules adsorbed in a unit cell, and
Errξ is the uncertainty of the helium void fraction.

The uncertainties in the obtained mole fractions are expressed by Errx and
calculated as:

Err∑N =
√

ErrNCO2

2 + ErrNH2

2 + ErrNHCOOH

2 (4.5)

Errx = x ·

√(
ErrN
N

)2

+

(
Err∑N∑

N

)2

(4.6)

where ErrN is the uncertainty of the computed number of molecules adsorbed
in a unit cell, Err∑N is the uncertainty of the total number of molecules of
all components adsorbed in a unit cell, x is a mole fraction of the component,
and N is the computed number of molecules of the component.

To analyze the resulting production of HCOOH, the interactions between
an adsorbate molecule and the framework were studied. The isosteric heat of
adsorption [242] was computed for CO2, H2 and HCOOH in UiO-66 at 298.15 -
800 K. The affinity of the molecule with the framework can be expressed as the
binding energy. The enthalpy of adsorption at infinite dilution is calculated
by [158]:

∆H = ∆U −RT = ⟨Uhg⟩ − ⟨Uh⟩ − ⟨Ug⟩ −RT (4.7)

where ∆U is the internal energy of the system, ⟨Uhg⟩ is the average energy of
the guest molecule inside the host framework, ⟨Uh⟩ is the average energy of the
host framework which is equal to 0 J for rigid frameworks, ⟨Ug⟩ is the average
energy of the guest molecule which is equal to 0 J for rigid molecules, R is the
universal gas constant and T is the temperature.

To compare the mole fractions of HCOOH obtained from GCMC simu-
lations to the bulk-phase at the same chemical potential, the enhancement
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(ENH ) of HCOOH production is calculated as:

ENH =
xGCMC
xRx/CFC

(4.8)

where xGCMC and xRx/CFC are mole fractions of HCOOH obtained from
GCMC simulations and Rx/CFC simulations, respectively. The pore size
distributions of the studied UiO-66, Cu-BTC, and IRMOF-1 frameworks were
computed to analyze, whether the enhancement in the production of HCOOH
in MOFs results from increased confinement or different metal centers, see
Figure B.2 of Appendix B.

4.3 —Force Field
The guest-host and guest-guest intermolecular interactions are modeled by
Coulombic and Lennard-Jones (LJ) interaction potentials, except for the in-
teraction between C and O atoms of CO2 molecules that are specified by an
override. The Lorentz–Berthelot mixing rules [129] are used to define inter-
actions between unlike Lennard–Jones sites. Explicit polarization effects are
neglected and accounted for in the LJ interactions. The so-called ’P2’ variant
of the OPLS/AA force field for HCOOH from the study of Salas et al. [174]
was used. The HCOOH molecule was constructed and its geometry was op-
timized at the B3LYP/6-31G(d) level of theory [206]. The interaction sites
of the model are at the atom positions. The cutoff radius for intermolecular
interactions is set to 12 Å. In the Rx/CFC simulations, LJ interactions are
truncated with analytic tail corrections applied. In the GCMC simulations,
LJ interactions are cut and shifted to zero at the cutoff with the tail correc-
tions omitted, due to the generic force field for MOFs being used. Periodic
boundary conditions are exerted in all three directions. The Ewald summa-
tion method [151] is used for calculating electrostatic interactions. The Ewald
summation method parameters correspond to a relative precision of 10−6. The
so-called ’P2’ variant of the OPLS/AA force field for HCOOH [174] was val-
idated in our previous work [206] by reproducing the vapor-liquid equilibrium
coexistence curve, saturated vapor pressures, and densities at different temper-
atures. The interaction parameters of the HCOOH force field are used in this
work together with the three-site charge-quadrupole model by Darkrim and
Levesque for H2 [243] and the García-Sánchez et al. force field for CO2 [176].
The models of the framework and guest-host interaction used in this work are
rigid, and all atoms of the molecules have point charges assigned. The atomic
positions of HCOOH are listed in Table A.1 of Appendix A. The atomic po-
sitions of CO2, and H2 molecules are listed in Table B.2 of Appendix B. The
structures of triclinic UiO-66, cubic Cu-BTC, and cubic IRMOF-1 crystal sys-
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tems are rigid, with the atoms of the frameworks at crystallographic positions.
The UiO-66, Cu-BTC, and IRMOF-1 cell parameters are listed in Table B.3
of Appendix B. LJ parameters for the atoms of the framework are from the
DREIDING force field [148], except for zirconium and copper, which is from
the UFF force field [147]. The force fields for UiO-66, and Cu-BTC containing
parameters from DREIDING, and UFF were already validated with experi-
mental data by Jajko et al. [238], Frost et al. [158], Dubbeldam et al. [244],
Jajko et al. [245], and Gutiérrez-Sevillano et al. [246] Point charges for UiO-66
were obtained using the EQeq method [247] and modified as in the study of Ja-
jko et al. [238] The atomic charges for the Cu-BTC and IRMOF-1 were taken
from Frost et al. and Dubbeldam et al. [244] The LJ parameters and partial
charges for all components, the framework and the probe helium atom [248]
used in this work are listed in Table 4.1.
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Table 4.1: LJ interaction parameters for the UiO-66, Cu-BTC, and IRMOF-1 frame-
works [147, 148], a probe helium atom [248], HCOOH [174], CO2 [176], and H2 [243].
Figure 3.1 of Chapter 3 shows a schematic representation of the HCOOH model with all
atoms labeled.

Atom ϵ/kB /[K] σ /[Å] q /[e−]
He 10.9 2.64 0

OCO2
85.671 3.017 -0.3256

CCO2
29.93 2.742 0.6512

Cfa1 49.6728 3.67 0.52
Ofa2 99.34559 2.9 -0.44
Hfa1 7.09611 2.37 0
Ofa1 80.46271 2.94 -0.53
Hfa2 1 1 0.45
Hcom 36.7 2.958 -0.936
HH2

0 0 0.468
UiO-66

Zr 34.7221 2.78317 4.503
C1 47.86 3.473 0.529571
C2 47.86 3.473 0.0131923
C3 47.86 3.473 -0.137721
O1 48.19 3.0331 -0.739224
O2 48.19 3.0331 -3.30054
H1 7.65 2.8464 0.0373778
H2 7.65 2.8464 0.241634

Cu-BTC
Cu 2.518 3.114 1.248
O 48.19 3.0331 -0.624
C1 47.86 3.473 0.494
C2 47.86 3.473 0.13
C3 47.86 3.473 -0.156
H 7.65 2.8464 0.156

IRMOF-1
Zn 27.7 4.04 1.275
O1 48.19 3.0331 -1.5
O2 48.19 3.0331 -0.6
C1 47.86 3.473 0.475
C2 47.86 3.473 0.125
C3 47.86 3.473 -0.15
H 7.65 2.8464 0.150
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4.4— Simulation Details

Each simulation in the Rx/CFC ensemble was carried out with 5 · 104 equilib-
ration cycles. In the production phase, 106 MC cycles were performed. One
single MC cycle consists of N MC trial moves, where N is the total number
of molecules at the start of the simulation. The probabilities for selecting
trial moves in Rx/CFC simulations were: 24.8% translations, 24.8% rotations,
0.8% volume changes, 24.8% CFC λ change trial moves [143], and 24.8% Reac-
tion Ensemble trial moves [142], in which reactants are removed and reaction
products are inserted in the system, in a such way that an equilibrium distri-
bution of reactants and reaction products is obtained. The GCMC simulation
of the HCOOH density at the maximum pore loading, used for the model val-
idation, consisted of 104 equilibration MC cycles and 1.495 ·105 production MC
cycles. The GCMC simulations of the adsorption of CO2, H2, and HCOOH
in MOFs were carried out with 1 · 104 equilibration cycles, and 4 · 105 MC
production cycles. The probabilities of selecting trial moves in GCMC sim-
ulations were 16.7% translations, 16.7% rotations, 16.7% reinsertions, 16.7%
identity changes (changing the identity of the selected molecule) and 33.2%
swap trial moves (exchanging molecules with the reservoir). The simulations
of the enthalpy of adsorption at infinite dilution were carried out with 1 · 105

initialization cycles and 1 · 105 production cycles.

4.5— Results and Discussion
We first computed the helium void fraction of UiO-66, which is used to calcu-
late the HCOOH density. The obtained value equals 0.5070±0.0002 and agrees
with literature data (0.5071 [238]). The compatibility of HCOOH with the
framework was tested by computing the density of HCOOH at the maximum
pore loading. The computed value of the density was found to be ca. 1073
kg m−3 at 77 K and 1000 bar. There is a relative difference of 12% between
the computed value and the experimental density of the liquid HCOOH at
293.15 K [186] (1220 kg m−3) and a relative difference of 9% compared to the
simulated value of the HCOOH density in the bulk-phase at 298.15 K from our
previous work [206] (1177 ± 1 kg m−3). The differences between the HCOOH
density at the maximum pore loading and in the bulk-phase are due to the rel-
atively large size of the HCOOH molecule compared to the pore size of UiO-66
and the formation of hydrogen bonds between HCOOH and the framework.
There are two types of micropores with a diameter at 3.5 Å and 7 Å present
in the UiO-66 structure, see Figure B.2 of Appendix B. The length between
the most distant HCOOH atoms (Hfa1 and Hfa2) is 2.804 Å and can affect the
adsorption, which is be most consequential at low pressure.
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Before studying the effect of the UiO-66 on the reaction yield, we simulated
the CO2 hydrogenation reaction in the gas phase at 298.15 - 800 K and 1 -
60 bar. In Figure 4.1, the mole fractions of HCOOH computed from the
Rx/CFC simulations at 1 bar were compared to literature values calculated
from equilibrium constants of the CO2 hydrogenation reaction from the study
of Rahbari et al. [41]. The isobars of simulated and calculated mole fractions
of HCOOH overlap within the error bars. The results were obtained with high
accuracy even when the values are of the order of magnitude 10−8. It was
shown that the simulations reproduce the mole fractions of HCOOH calculated
from the literature [41].

The HCOOH reaction yield obtained from the Rx/CFC simulations at
298.15 - 800 K and 1 - 60 bar is shown in Figure 4.2. The obtained mole
fractions of all components in the system are listed in Table B.4 of Appendix B.
The production of HCOOH from the uncatalyzed CO2 hydrogenation turns out
to be challenging, as a low amount of product is obtained - the mole fractions
of HCOOH are of the order of magnitude 10−6. Increasing the temperature
from 298.15 K to 800 K has an effect on the resulting mole fraction of FA: it
increases approximately 13.2 times in all the studied systems. The reaction
of CO2 hydrogenation requires energy to be driven, due to its endergonicity
(the free energy change is equal to 41.84 kJ mol−1 [19]). The HCOOH mole
fraction increases approximately 56 times with pressure in the range from 1 bar
to 60 bar. When the pressure increases, the reaction proceeds in that direction
in which the volume decreases, by Le Chatelier’s principle [44]. The highest
HCOOH mole fraction, obtained at 800 K and 60 bar, is equal to 1.09·10−5.
The order of magnitude for uncertainty values is from 1·10−9 to 1·10−7.

In Figure 4.3, the location of the equilibrium of the CO2 hydrogenation in
the gas phase is shown as a function of T and P . The color code of the scale is
the mole fraction of HCOOH starting from an equimolar mixture of CO2 and
H2. The presence of orange color at 800 K and 60 bar indicate the highest
production of HCOOH, equal to 1.09·10−5. The conditions in which the mole
fraction of HCOOH reaches the equivalent values are possible to distinguish:
a similar result can be obtained, e.g., at 800 K, 30 bar and 500 K, 60 bar.
This comparison can be useful when there is a need to lower the production
temperature for economic reasons.

An attempt to improve HCOOH production was made by studying the
effect of a confinement on the equilibrium of the CO2 hydrogenation. GCMC
simulations were carried out using the mole fractions of the components from
the Rx/CFC simulations in the bulk-phase. The mole fractions obtained from
GCMC simulations are listed in Table B.6 of Appendix B. In Figure 4.4, the
HCOOH production enhancement (ENH, Eq. 4.8) obtained from GCMC sim-
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Fig. 4.1. HCOOH mole fractions computed from the Rx/CFC simulations in the bulk-phase
and calculated from equilibrium constants of CO2 hydrogenation reaction from the study
of Rahbari et al. [41]. The Rx/CFC simulations were carried out at 400 - 800 K and 1 bar.
As the equilibrium constants reported in the study of Rahbari et al. [41] lack uncertainty
values, it is assumed that the isobars of simulated and calculated HCOOH mole fractions
overlap within the error bars.

ulations in the UiO-66 framework is shown.
The effect of the UiO-66 confinement caused an average enhancement in

HCOOH production by ca. 37 times compared to the gas phase. The en-
hancement in HCOOH production decreases with increasing temperature from
approximately 212 at 298.15 K to 3 at 800 K. The most efficient conditions
resulting in the highest mole fraction of HCOOH are at 298.15 K, 60 bar. The
confinement effect of UiO-66 increases the HCOOH production by 176 times
compared to the gas phase. The obtained mole fraction of HCOOH equals to
1.5·10−4. Figure B.3 of Appendix B shows that the HCOOH mole fractions
increase with pressure and decrease with the increasing temperature. The
increasing pressure allows more molecules to enter the structure and fill the
pores. The temperature has an opposite effect on mole fractions of HCOOH
obtained in UiO-66 comparing to the bulk-phase. In the confinement, the exo-
thermic reaction of CO2 hydrogenation does not require energy to be absorbed
from the surroundings, the enthalpy change has a negative value. There is a
sharp drop in the mole fractions of HCOOH from 298.15 K to 400 K - the
values decrease ca. 6 times in the pressure range from 1 to 60 bar. Above 400
K, mole fractions of HCOOH does not decrease. At 1 bar, HCOOH is pro-
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Fig. 4.2. HCOOH mole fractions computed from the Rx/CFC simulations in the bulk-
phase. The mole fractions of HCOOH computed from the Rx/CFC simulations at 1 bar were
compared to literature values, calculated from equilibrium constants of CO2 hydrogenation
reaction from the study of Rahbari et al. [41]. The simulations were carried out at 298.15
- 800 K and 1 - 60 bar. The mole fractions of HCOOH increase with temperature and
pressure. The order of magnitude for the uncertainties are ranging from 1·10−9 to 1·10−7.

duced only up to 500 K. Above 500 K, the HCOOH mole fraction values are
equal to 0 within the error bars. Although all the mole fractions of HCOOH
obtained in the UiO-66 framework are of the order of magnitude 10−6 - 10−4,
the increase up to 300 times comparing to the bulk-phase was observed. This
increase in the mole fraction of HCOOH points to the existing effect of UiO-66
on the CO2 hydrogenation reaction. This effect is most likely extendable to
lower temperatures and higher pressures. Further studies at these conditions
are needed to investigate the maximum production of HCOOH to be obtained
using UiO-66. We found that UiO-66, that was characterized by high CO2 and
H2 adsorption [100, 222, 223], has positive influence on the CO2 hydrogenation
reaction due to the increased formation of a favored HCOOH product.

The adsorption of CO2 and H2 in UiO-66 is shown in Figure 4.5. The
highest mole fraction of CO2 is obtained at 298.15 K and 1 bar and equals
0.994. The adsorption of CO2 in UiO-66 decreases ca. 1.3 times within the
temperature range from 298.15 to 800 K, and also decreases with increasing
pressure by ca. 1.02 times in the range from 1 to 60 bar. The adsorptions
of CO2 and H2 are inversely related: as the mole fraction of CO2 decreases,
more H2 is adsorbed. The adsorption of H2 in UiO-66 increases ca. 35 times
within the temperature range from 298.15 to 800 K and ca. 1.4 times within the
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Fig. 4.3. Location of the equilibrium of the CO2 hydrogenation in the gas phase as a
function of T and P . The color gradation on the scale relates with the highest and lowest
production of HCOOH. The highest production of HCOOH equal to 1.09·10−5 is obtained
at 800 K and 60 bar. The mole fractions of HCOOH increase with temperature and pres-
sure, due to the endergonicity of CO2 hydrogenation reaction and Le Chatelier’s principle,
respectively.

pressure range from 1 to 60 bar. The highest mole fraction of H2 is obtained at
800 K and 60 bar and equals 0.27. The increasing temperature strengthens the
interactions between the framework and H2. The adsorption of H2 is favored by
UiO-66 with increasing temperature, resulting in the decrease of mole fractions
of CO2 and HCOOH. The amount of adsorbed reagents in UiO-66 varies, and
the production of HCOOH is limited to the least adsorbed compound (H2), due
to the stoichiometry of the CO2 hydrogenation reaction. The adsorption of H2

increases with pressure, resulting in an increase in the production of HCOOH.
Despite the increased adsorption of H2 with temperature, the production of
HCOOH decreases, which suggests that the interaction of HCOOH with the
adsorbent becomes weaker.

To understand the reason for the decrease of mole fractions of HCOOH with
increasing temperature and the increase of mole fractions of H2, the infinite
dilution was assumed and the isosteric heat of adsorption was computed at
298.15 - 800 K. In Figure 4.6, the isosteric heat of adsorption for CO2, H2 and
HCOOH is shown, that is a measure of the change of enthalpy when adsorbate
molecules are adsorbed from the bulk-phase to the adsorbed phase. The ad-
sorbate molecules are at a lower energy state on the adsorbent surface than in
the bulk-phase, causing the liberation of heat. The enthalpy of adsorption of
HCOOH noticeably decrease by 2.7 kJ mol−1 in the temperature range from
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Fig. 4.4. Enhancement (ENH, Eq. 4.8) in the production of HCOOH obtained from GCMC
simulations in UiO-66 framework. The simulations were carried out at 298.15 - 800 K and
1 - 60 bar. The mole fractions of HCOOH computed from the Rx/CFC simulations (see
Table B.4 of Appendix B) are used as an input for GCMC ensemble. The mole fractions
obtained from GCMC simulations are listed in Table B.6 of Appendix B. The enhancement in
HCOOH production decreases with increasing temperature. HCOOH production increases
ca. 37 times compared to the gas phase for all studied conditions. The resulting value at
800 K and 1 bar was discarded due to high uncertainty.

298.15 to 400 K. The increase in temperature leads to higher energy state of
HCOOH on the adsorbent surface. The interactions between the host (UiO-
66) and guest (HCOOH) become weaker, resulting in less heat released. This
behavior is reflected in the decreasing production of HCOOH with increasing
temperature in Figure 4.4. The increase of temperature causes the decrease in
the enthalpy of adsorption of CO2 by 0.5 kJ mol−1 in the temperature range
from 298.15 to 400 K. However, in the temperature range from 600 to 800 K,
the slight increase by 0.4 kJ mol−1 is observed. The enthalpy of adsorption
of H2 increases by 3 kJ mol−1 with temperature in the range from 298.15 to
800 K. The linear behavior of the heat of adsorption at increasing temperature
results from the fact that the increment of RT is larger than the variation of
the hydrogen adsorption energy ∆U inside the host-framework (see Table B.7
of Appendix B) according to −∆H = −(∆U − RT ) = RT − ∆U . This beha-
vior has been previously reported by Martín-Calvo et al. [249]. These authors
showed that above 200 K, the heat of adsorption of hydrogen in all the zeolites
linearly increases as a function of temperature. In this work, we also observe
that despite differences between pore sizes, the trend and the obtained values
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Fig. 4.5. CO2 and H2 mole fractions computed from GCMC simulations in UiO-66 frame-
work. The data points of CO2 mole fractions are connected to guide the eye by the solid lines
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and H2 computed from the Rx/CFC simulations are used as an input for GCMC ensemble.
The simulations were carried out at 298.15 - 800 K and 1 - 60 bar. The mole fractions of
CO2 decrease with increasing pressure and temperature. The mole fractions of H2 increase
with pressure and temperature.

of heat of adsorption of H2 are similar for all three MOFs.
The distribution of CO2, H2 and HCOOH molecules at 298.15 K, 60 bar

can be analyzed inside UiO-66 with the average density profiles (Figure 4.7).
The center of mass of the molecules that are adsorbed was projected onto the
XY plane, which is the same as YZ and ZX planes in isotropic UiO-66. Fig-
ure 4.7a is a reference structure of the UiO-66 framework. The average density
profiles of HCOOH in Figure 4.7b in UiO-66 show a very low adsorption load-
ing compared to CO2 (xHCOOH = 1.5·10−4). HCOOH molecules tends to be
located surrounding the carbon hexagonal structure connected to the oxygen
and hydrogen atoms and near the zirconium centers. Figures 4.7c and 4.7d
show the distributions of CO2 and H2 molecules in the structure. CO2 (xCO2

=
0.99) is densely located surrounding the carbon hexagonal structure and near
the zirconium centers. These positions in the pores have been filled, because
CO2 can form hydrogen bonds with H atoms belonging to the framework. The
visualization of the CO2 molecule interacting with H atom of the framework
is shown in Figure B.4 of Appendix B. The access of HCOOH molecules to
their preferential sites is difficult due to the high loading of CO2 molecules,
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The isosteric heat of adsorption of HCOOH decreases in the temperature range from 298.15
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temperature in the range from 298.15 to 800 K. The error bars are smaller than the size of
the symbols.

competing for the same location. The amount of the H2 molecules adsorbed
is lower than for CO2 (xH2

= 0.01116), but preferential sites can be described
as surrounding the carbon hexagonal structure.

The enhancement in HCOOH production resulting from the UiO-66 con-
finement was compared with the Cu-BTC and IRMOF-1, see Figure 4.8. The
mole fractions obtained from GCMC simulations in Cu-BTC and IRMOF-
1 frameworks are listed in Tables B.8 and B.9 of Appendix B, respectively.
The mole fractions of HCOOH are shown as a function of temperature and
pressure in Figures B.5 and B.6 of Appendix B. The comparison of HCOOH
mole fractions obtained in UiO-66, Cu-BTC, and IRMOF-1 at 60 bar is shown
in Figure B.7 of Appendix B. The mole fractions of HCOOH increase with
pressure and decrease with the increasing temperature, due to the host-guest
interactions becoming weaker (see isosteric heat of adsorption shown in Fig-
ures B.8 and B.9 of Appendix B). The calculated ENH results for UiO-66,
Cu-BTC, and IRMOF-1 frameworks at 298.15 - 800 K and 1 - 60 bar are listed
in Table 4.2. The most efficient conditions for all the systems resulting in the
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Fig. 4.7. The distribution of the HCOOH, CO2 and H2 molecules inside UiO-66, analyzed
using density profiles from GCMC simulation at 298.15 K, 60 bar: (a) an atomistic reference
structure of UiO-66 empty framework, visualized using iRASPA [38], (b) the distribution
of HCOOH molecules (xHCOOH = 1.5·10−4), (c) the distribution of CO2 molecules (xCO2

= 0.99), (d) the distribution of H2 molecules (xH2 = 0.01116). The center of mass of the
molecules that are adsorbed was projected onto the XY plane. The projections onto YZ
and ZX planes are identical due to the isotropy of UiO-66. The color gradation of the
scales relates to the most and least populated regions of the structure, which is relative
in each case. The preferential sites of CO2 molecules (colored magenta) are surroundings
of the zirconium centers and carbon hexagonal structures connected to the oxygen and
hydrogen atoms. H2 molecules are adsorbed surrounding the carbon hexagonal structure.
The adsorption loading of HCOOH in UiO-66 is very low and the molecules of HCOOH
tend to be located near carbon hexagonal structures and the zirconium centers, which are
occupied by CO2 molecules. The color scale is shown as a reference of the molecules loading.
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highest mole fraction of HCOOH are at 298.15 K, 60 bar. The enhancement in
the HCOOH production is the highest in Cu-BTC framework. The obtained
mole fraction of HCOOH equals 0.0016 at 298.15 K, reaching a value 1819
times higher compared to the bulk-phase. A large discrepancy is noticeable
between the enhancement in HCOOH production caused by Cu-BTC and the
effect of UiO-66 (xHCOOH is 176 times higher compared to the gas phase) and
IRMOF-1 (xHCOOH is 67 times higher compared to the gas phase). To assess
if this difference is caused by the impact of different pore size or metal centers
of the studied MOFs, the pore size distributions were compared in Figure B.2
of Appendix B. There are two types of micropores with a diameter at 3.5 Å
and 7 Å present in the UiO-66. Cu-BTC is characterized by larger micropores
with diameters at 5, 11, and 13 Å. The diameters of micropores in IRMOF-1
are at 11, and 15 Å. UiO-66 causes the strongest confinement, although in
Cu-BTC the production of HCOOH is ca. 10 times bigger than in UiO-66.
The stronger confinement resulting from the smaller pore size is found to not
improve the production of HCOOH in CO2 hydrogenation reaction.

Radial distribution functions were computed to analyze the effect of metal
centers on HCOOH adsorption in UiO-66, Cu-BTC, and IRMOF-1 at 298.15
K, see Figures B.10 – B.12 of Appendix B. The preferential distance of the
adsorbed molecules of HCOOH to the metal centers is the closest in Cu-BTC
framework and equals to 2.4 Å. Simultaneously, the highest number of mo-
lecules (6) are noticeable in Cu-BTC within the preferential distance to the
metal centers. This indicates a significant influence of the type of metal center
on CO2 hydrogenation reaction, exceeding the influence of the pore size in
the structure. The application of Cu-BTC makes it possible to eliminate the
high-cost temperature elevation, which is necessary in most of the analyzed
cases to obtain a higher purity of the product.

In Table 4.3, the effect of confinement on the CO2 hydrogenation using
Cu-BTC at 298.15 K and 60 bar was compared with the performance of trans-
ition metal catalysts with phosphine ligands [55, 58], pincer ligands [59], N-
heterocyclic carbene ligands [56, 63, 64], and half-sandwich catalysts with
proton-responsive ligands [65, 66, 68, 69]. From each considered study, two
types of catalysts were selected based on the highest and lowest concentration
of the product of CO2 hydrogenation. The final concentration of HCOOH
obtained from the Cu-BTC confinement is ca. 80 times lower than the highest
reported concentration obtained with the use of the Wilkinson complex [55],
and ca. 30 times higher than the lowest reported concentration obtained us-
ing a catalyst with N-heterocyclic carbene ligands [63]. The concentration
of HCOOH obtained from the confinement effect is between the highest and
lowest concentration of the product obtained with the use of transition metal
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The enhancement in HCOOH production resulting from the effect of confinement decreases
with increasing temperature. The enhancement in the HCOOH production is the highest in
Cu-BTC framework. The obtained mole fraction of HCOOH is 1819 times higher compared
to the bulk-phase at 298.15 K.

catalysts. Despite the minor difference between the molecular form of HCOOH
and the ionic form (formate), the dissociation state of the acid significantly
affects the selection of a proper downstream separation process [17]. An eco-
nomic analysis for formic acid/formate downstream processing methods has
been performed by Ramdin et al. [17], which shows that HCOOH is more
valuable as a product than formate. The processes of separation, concentra-
tion, and acidification of formate solutions are challenging. The conversion and
concentration of 10 wt% formate to 85 wt% formic acid add around $380/ton
of FA to the total production costs [17]. The application of Cu-BTC has the
potential to improve the economically more attractive direct method of CO2

conversion through downstream separation cost reduction. Further studies of
Cu-BTC towards its functionalization may be a promising subject of research
in the field of CO2 hydrogenation.
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Table 4.2: Enhancement (ENH, Eq. 4.8) in the production of HCOOH obtained from
GCMC simulations in UiO-66, Cu-BTC, and IRMOF-1 frameworks at 298.15 - 800 K and
1 - 60 bar. The HCOOH mole fractions computed from Rx/CFC simulations are used as
an input for GCMC ensemble. The enhancement in HCOOH production resulting from
the effect of confinement decreases with increasing temperature. The enhancement in the
HCOOH production is the highest in Cu-BTC framework. The subscripts show uncertainties
computed using error propagation rules. The enhancement value obtained in UiO-66 at 800
K and 1 bar was rejected due to high uncertainty.

P/[bar] T/[K] ENHUiO-66 ENHCu-BTC ENH IRMOF-1

1

298.15 127.5180.9 668.9635.3 3.67.3
400 0.81.7 8.28.8 00
500 10.027.8 12.415.0 00
600 00 00 00
700 00 00 00
800 00 00 00

5

298.15 181.982.5 1514.3509.0 46.052.4
400 7.47.7 34.410.1 7.810.4
500 2.97.9 17.911.6 2.93.1
600 0.30.8 12.35.2 2.12.7
700 6.29.7 1.92.5 1.21.7
800 6.111.8 0.20.4 0.91.8

10

298.15 187.999.1 2748.3591.2 38.518.4
400 17.014.2 48.610.8 4.23.1
500 12.910.0 14.74.2 3.21.5
600 8.410.1 4.11.8 2.71.1
700 4.54.1 4.62.1 1.31.2
800 3.24.9 3.71.5 1.80.9

15

298.15 241.854.0 2750.8412.2 43.113.1
400 12.510.3 73.823.6 4.61.2
500 7.86.6 12.24.6 3.10.7
600 5.04.5 5.31.7 2.30.6
700 4.04.8 3.71.0 1.81.0
800 1.11.4 2.01.0 1.90.5

20

298.15 299.7257.2 2460.5333.5 44.312.8
400 9.15.3 49.85.1 4.81.2
500 7.55.9 12.71.3 2.10.6
600 3.82.0 5.92.8 2.00.7
700 3.42.0 3.71.0 2.10.4
800 3.81.8 2.80.5 1.60.3
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25

298.15 227.383.3 2543.1698.3 62.222.8
400 15.18.6 48.98.2 5.31.4
500 6.14.1 10.42.2 3.00.8
600 3.92.4 5.90.6 2.50.5
700 2.91.5 4.20.6 2.10.6
800 2.73.1 2.70.3 1.50.4

30

298.15 195.6133.4 2461.4372.4 72.225.9
400 13.94.5 45.39.9 5.10.9
500 6.31.6 11.01.2 3.60.6
600 5.02.8 5.40.8 2.10.2
700 2.81.0 3.80.5 1.50.6
800 3.50.7 2.40.5 1.60.5

40

298.15 280.553.5 2415.7315.1 86.124.0
350 33.315.6 264.830.3 11.32.4
400 10.93.9 52.48.0 5.91.7
500 4.72.0 13.41.5 2.60.4
600 4.31.7 4.80.6 2.10.5
700 3.70.7 3.50.2 2.00.3
800 2.70.6 2.60.2 1.60.4

50

298.15 202.096.1 2020.8631.6 80.736.4
350 33.413.4 249.141.1 12.32.5
400 11.63.4 56.83.9 5.90.9
500 4.91.3 11.91.0 2.80.5
600 4.71.8 5.70.9 2.40.3
700 3.60.9 3.60.3 2.00.3
800 3.00.8 2.60.3 1.70.2

60

298.15 176.573.9 1819.3229.8 66.612.1
350 34.18.2 241.917.1 12.01.9
400 11.93.5 55.23.8 6.01.1
500 5.31.5 11.30.8 3.10.4
600 4.82.3 5.30.5 2.40.4
700 3.10.4 3.50.5 1.60.1
800 2.90.7 2.70.1 1.80.3
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Table 4.3: CO2 hydrogenation using transition metal catalysts. The final concentration of
HCOOH obtained in this work using Cu-BTC at 298.15 K and 60 bar was ca. 80 times lower
than the highest reported concentration obtained with the use of Wilkinson complex [55], and
ca. 30 times higher than the lowest reported concentration obtained using a catalyst with
N-heterocyclic carbene ligands [63]. The final concentration of HCOOH in the adsorbed
phase was calculated as cHCOOH = nHCOOH

(ξ·V )
, where nHCOOH is the number of moles of

HCOOH adsorbed in a unit cell, V is the volume of the unit cell, and ξ is the helium void
fraction.

Catalyst Conditions Product Concentration
/ [mol L−1]

Reference

none Cu-BTC
confinement,
298.15 K, 60

bar

HCOOH 0.031 this
work

4DHBP Ir(III)
complex no. 1

298.15 K, 1
bar, 24h

formate 0.005 [69]

4DHBP Ir(III)
complex no. 4

353.15 K, 30
bar 8h

formate 0.687 [69]

[Cp*Ir(6,6’-R2-
bpy)(OH2)]SO4

(R=OMe)

353.15 K, 10
bar, 8h

formate 0.004 [68]

Cp*Ir, thbpym
ligand

323.15 K, 10
bar, 8h

formate 0.480 [68]

Ir(III) complex
[3(OH2)2]4+

323.15 K, 10
bar, 2h

formate 0.006 [66]

Ir(III) complex
2’(OH2)2

323.15 K, 30
bar, 48h

formate 1.7 [66]

[RhCl(η4

C8H12)]2
298.15 K, 40

bar, 22h
formate 1.55 [56]

Ir(PNP), pincer
ligand

473.15 K, 50
bar, 2h

formate 0.6 [59]

Cp*Ir(III)
complex no. 5

303.15 K, 1
bar, 30h

formate 0.016 [65]

(C6Me6)*Ru(II)
complex no. 6

393.15 K, 60
bar, 24h

formate 1.54 [65]

Cp*Rh(III)
complex no. 4

353.15 K, 40
bar, 32h

formate 0.24 [65]
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[Ir(bis-
NHC)(AcO)I2]
complex no. 1,
N-heterocyclic
carbene ligand

353.15 K, 60
bar, 20h

formate 0.01 [64]

[Ir(bis-
NHC)(AcO)I2]
complex no. 3,
N-heterocyclic
carbene ligand

473.15 K, 60
bar, 75h

formate 0.38 [64]

(η6-
arene)Ru(bis-
NHC) complex

no. 1

353.15 K, 40
bar, 1h

formate 0.001 [63]

(η6-
arene)Ru(bis-
NHC) complex

no. 1

473.15 K, 40
bar, 20h

formate 0.13 [63]

[RhCl(mtppms)3] 323.15 K, 60
bar, 24h,
CaCO3

HCOOH 0.01 [58]

[RhCl(mtppms)3] 323.15 K,
100 bar, 20h,

HCOONa

HCOOH 0.12 [58]

Rh(acac)(CO)2,
Dppe ligand

298.15 K,
pCO2

= 40
bar, pH2

=
20 bar, 20h

HCOOH·NEt3 0.03 [55]

Wilkinson
complex

RhCl(PPh3)3 +
3 PPh3

298.15 K,
pCO2

= 40
bar, pH2

=
20 bar, 20h

HCOOH 2.50 [55]
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4.6 —Conclusions
We carried out molecular simulations to study the performance of UiO-66 for
the production process of formic acid, followed by comparison with the per-
formance of Cu-BTC, and IRMOF-1. The effect of confinement on the yield of
HCOOH from the CO2 hydrogenation reaction was analyzed. The adsorption
isobars of the studied systems were computed with Monte Carlo simulations in
the grand-canonical ensemble. It was shown that the confinement increases the
HCOOH production, due to the higher density of pore phase compared to the
bulk-phase and the selective adsorption of HCOOH as a favored component,
by Le Chatelier’s principle. The HCOOH mole fractions increase with pressure
and decrease with the increasing temperature. The most efficient conditions
for the HCOOH production in the confinement are at 298.15 K and 60 bar. The
production of HCOOH in UiO-66 framework is ca. 200 times higher compared
to the gas phase. The most significant enhancement in HCOOH production
(ca. 2000 times higher compared to the gas phase) is achieved using Cu-BTC,
resulting in xGCMC = 0.0016 from xRx/CFC = 8.63·10−7 at 298.15 K and 60
bar. The increase in temperature leads to the higher energy state of HCOOH
on the adsorbent surface and weaker interactions between the framework and
adsorbate, causing the decrease of enhancement. At 1 bar, HCOOH is ob-
tained in UiO-66 and Cu-BTC up to 500 K and in IRMOF-1 only at 298.15 K.
By comparing the performance of MOFs with different pore size distributions
and metal centers, it is found that the stronger confinement resulting from the
smaller pores does not guarantee the improvement of HCOOH production in
CO2 hydrogenation reaction. The prevailing factor is the type of metal center
in the metal-organic framework. The highest number of HCOOH molecules
in the closest distance to the metal center is located near the Cu center in
Cu-BTC. The metal-organic framework Cu-BTC has the potential to be a
useful alternative or supplement to transition metal catalysts for improving
the efficiency of CO2 hydrogenation due to: (a) elimination of the high-cost
temperature elevation, (b) more valuable final product enabling cost reduction
of downstream processing methods, and (c) comparable final concentration of
HCOOH to the reported concentrations of formate obtained using transition
metal catalysts. To fully investigate its performance, a techno-economic and
carbon emission analysis should be conducted. An interesting topic for future
research would be a kinetic study of the Cu-BTC catalytic performance in
CO2 hydrogenation and the functionalization of Cu-BTC structure to improve
the adsorption of HCOOH. This would allow a better understanding of the
CO2 hydrogenation reaction to HCOOH in confinement.
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The series of metal-organic frameworks M-MOF-74 gained popularity in
the field of capture and separation of CO2 due to the presence of numer-
ous, highly reactive open-metal sites. The description of effective interactions
between guest molecules and open-metal sites without accounting for polariz-
ation effects is challenging but it can significantly reduce the computational
cost of simulations. In this study, we propose a non-polarizable force field for
CO2, and H2 adsorption in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) by
scaling the Coulombic interactions of M-MOF-74 atoms, and Lennard-Jones
interaction potentials between the center of mass of H2 and the open-metal cen-
ters. The presented force field is based on UFF and DREIDING parameters,
characterized by high transferability and efficiency. The quantum behavior of
H2 at cryogenic temperatures is considered by incorporating Feynman-Hibbs
quantum corrections. To validate the force field, the experimental isotherms of
CO2 at 298 K and 10−1 - 102 kPa, the isotherms of H2 at 77 K and 10−5 - 102

kPa, the corresponding enthalpy of adsorption, and the binding geometries
in the M-MOF-74 series were reproduced using Monte Carlo simulations in
the grand-canonical ensemble. The computed loadings, heats of CO2 and H2

adsorption, and binding geometries in M-MOF-74 are in very good agreement
with the experimental values. The temperature transferability of the force field
from 77 K to 87 K, and 298 K was shown for adsorption of H2. The validated
force field was used to study the adsorption and separation of CO2/H2 mix-
tures at 298 K. The adsorption of H2 practically does not occur when CO2 is
present in the mixture. As indicated from simulated breakthrough curves, the
breakthrough time of CO2 in M-MOF-74 follows the same order as the uptake
and the heat of CO2 adsorption: Ni > Co > Fe > Mn > Zn > Cu. Increasing
the feed mole fraction of CO2 in the breakthrough simulations from 0.1 to 0.9
speeds up the saturation of the adsorbent, leading to a faster exit of CO2 with
the column effluent. The application of the non-polarizable force field allows
full investigation of the capture and separation of CO2 in M-MOF-74, and
can be expanded to study multi-component mixtures or industrial reactions in
future research.

This chapter is based on the following publication:
Wasik, D. O., Vicent-Luna, J. M., Luna-Triguero, A., Dubbeldam, D., Vlugt, T. J. H.,
Calero, S. The Impact of Metal Centers in the M-MOF-74 Series on Carbon Dioxide and
Hydrogen Separation. Separation and Purification Technology 2024, 339, 126539.
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5.1— Introduction
Since metal-organic frameworks (MOFs) emerged in 1995 [250], this class of
porous materials has gained attention in a wide variety of applications such as
gas storage [80, 81], separation [82, 83], catalysis [84, 85], drug delivery [86, 87],
enzyme immobilization [88, 89], sensing [90, 91], and water sustainability [92].
The crystalline structures of MOFs are composed of organic ligands, and metal
clusters linked by coordination bonds [100] . The flexibility in modification of
physicochemical properties has led to the design of more than 20,000 differ-
ent MOFs [251]. One of the most popular families of MOFs is M-MOF-74,
also known as CPO-27-M, where M = Ni, Cu, Co, Fe, Mn, Mg, or Zn [113–
122]. M-MOF-74 series is synthesized by combining M2+ ions with 2,5-dioxido-
1,4-benzenedicarboxylate (dobdc4−) ligands, resulting in hexagonal array of
channels, see Figure 5.1. Metal ions are favorable sorption sites for sorbate
molecules, accessible through cylindrical pores. Despite the large pores with
a diameter of ca. 11 Å [122], the metal cation density is relatively high, due
to the negative charge of the dobdc4− ligand [122]. The presence of numerous
open-metal sites enhances selectivity [123] and the surface packing density of
adsorbates [124], as well as provides reactive sites for chemical reactions, e.g.
oxygenation [125], or size-selective Lewis acid catalysis [126]. The stability
of metal-ligand complexes for first-row transition metals is described by the
empirical Irving–William series [252] and follows the order: Mn2+ < Fe2+ <
Co2+ < Ni2+ < Cu2+ > Zn2+. The binding strength between metal cations
and ligands, as well as their stability, is related to the lattice constants. The
smaller lattice constants correspond to more stable structures and the larger
constants to less stable structures [253]. In the study of Yu et al. [253], the
experimental lattice constants of M-MOF-74 were compared to the computed
from Density Functional Theory (DFT) calculations. The study revealed that
the experimental lattice constants a and c for Mn-, Fe-, Co-, Ni-, and Zn-MOF-
74 obey the order of the Irving–William series, as well as the computed lattice
constants a, however, DFT calculations do not predict this trend correctly for
the lattice constants c of Fe-, Co-, and Ni-MOF-74.

As effective adsorbents, M-MOF-74 series raised the interest in CO2 cap-
ture, and storage due to alarming fossil CO2 emmisions leading to global warm-
ing. Total emissions are estimated at 37.9 Gtons of CO2 in 2021, with 14%
of these emissions from Europe, 13% from the United States, and 33% from
China [254]. Liquid absorbent processes are more expensive, and less efficient
compared to solid adsorbent processes [255]. In search of an alternative, in the
study of Queen et al. [122] the adsorption of CO2 in M-MOF-74 was analyzed
experimentally, and computationally using DFT calculations. The affinity of
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(a) (b)

Fig. 5.1. Schematic representation of M-MOF-74 series on the example of Ni-MOF-74,
visualized using iRASPA [38]: (a) an atomistic reference structure of Ni-MOF-74 empty
framework, and (b) Ni-MOF-74 building block showing the different uniquely charged atoms.
The corresponding charges and LJ interaction potentials are listed in Table C.2 of Appendix
C.

CO2 in M-MOF-74, quantified by the isosteric heat of adsorption is in the
range from ca. 20 to ca. 40 kJ mol−1 [122], resulting in adsorption of CO2 in
M-MOF-74 from ca. 130 mg g−1 of framework for M = Cu to as high as ca.
310 mg g−1 of framework for M = Mg at 100 kPa, 298 K. Depending on the
open-metal site, the isosteric heat of CO2 adsorption measured at the loading
of 0.1 CO2 per M2+ decreases as follows: Mg > Ni > Co > Fe > Mn > Zn >

Cu. As the metal-ligand complex stability for the first-row transition metals
obeys the Irving–William series order [252]: Mn2+ < Fe2+ < Co2+ < Ni2+

< Cu2+ > Zn2+, ideally the energies of the guest molecule of CO2 inside the
host-MOF and the MOF complexes follow the same trend. The study by Yu
et al. [253] revealed that the CO2 binding strength does not necessarily follow
the Irving–William series order, as it is a relative energy to the interaction
strength between the CO2 molecule and the metal centers within the MOF
structure: Ebinding = E(MOF–CO2) - E(MOF) - E(CO2). Natural bond or-
der charge analysis showed that the charge transfer from the CO2 molecule
to the metal ions is minimal (0.06–0.07 electron) [253]. This indicates that
CO2 adsorption is predominantly influenced by the electrostatic interactions
dependent on the effective charge of the M2+ ion at the open-metal site where
CO2 adsorbs. The higher charge on the metal ion leads to the stronger CO2

binding energy, which correlates with the increased isosteric heat of CO2 ad-
sorption. The experimental CO2 binding geometries at different open-metal
sites were shown to be in good agreement with DFT computations in the study
of Queen et al. [122] The adsorption performance makes the capture and separ-
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ation of CO2 from gas mixtures in M-MOF-74 promising [256–260], leading to
an idea about the potential application of this MOF series in, e.g., separation
of CO2/H2 mixtures from the water-gas-shift reaction [261]:

CO+H2O ⇄ CO2 +H2 (5.1)

The presence of CO2 in H2 significantly decreases the heat value of produced
H2 as an energy carrier [262]. The separation of H2 from CO2/H2 mixtures is
typically performed by pressure swing adsorption (PSA) [263], amine scrub-
bing [264], and membrane processes [265], although none are commercially
used [266]. The improvement of industrial adsorptive H2 purification efficiency
is needed to minimize energy usage in the mass transport of the gas and regen-
eration of the adsorbents. As further optimization of zeolites and activated car-
bons is unlikely to result in major enhancements in CO2/H2 separation [267],
MOFs show promise in this context. In the computational screening study
of Aksu et al. [268], the molecular simulation results for zeolites, MOFs, and
hypothetical MOFs are compared for syngas separation. The highest CO2/H2

selectivity in the range of 24700 - 84000 was reported for MOFs, surpassing
zeolites up to ca. 5000 times. In the experimental study of Herm et al. [267],
the utility of five MOFs was compared for high-pressure CO2/H2 separation
by PSA. The highest CO2/H2 selectivity in the range of 400 - 800 at 313 K, 0
- 40 bar was achieved using Mg-MOF-74, which was chosen as a representative
of MOFs with exposed metal cations. The CO2/H2 selectivity obtained using
Mg-MOF-74 surpassed the performance of the reference activated carbon by
ca. 4 - 8 times. Moreover, the Mg-MOF-74 selectivity exceeded also the repres-
entative of MOFs with high surface area and a rigid framework structure, i.e.
Be-BTB, by ca. 60 - 130 times. The observed performance can be associated
with interactions involving the open-metal sites, making the M-MOF-74 series
an interesting subject for further research. Extensive experimental studies on
the adsorption of H2 using MOFs revealed that the adsorbed H2 molecules
favor the open-metal site over the alternative adsorption site [269]. Due to the
open-metal sites present in M-MOF-74 series, H2 sorption has been studied
for M = Ni [113, 270, 271], Co [115, 117, 271], Mg [117, 271], Zn [118, 121,
272], Mn [117, 271, 273], Cu [114, 271], and Fe [116, 271, 274, 275]. The
two-step mechanism of adsorption, wherein adsorbate molecules first adsorb
at the metal centers, followed by adsorption above a triangle of oxygen atoms
within the framework, is especially noticeable in the adsorption isotherm and
heat of adsorption for Ni-MOF-74 [269]. In the experimental study of Rosnes
et al. [271] the uptake of H2 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Mg)
is determined as ca. 20 mg g−1 of framework for M = Ni at 100 kPa, 77 K,
and the differences in interactions between H2 and the metal centers in the
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structure are examined. A comparison of the isosteric heat of adsorption that
quantifies the affinity of H2, shows the decrease depending on the open-metal
site as follows: Ni > Co > Mg > Fe > Zn ≈ Mn > Cu. The difference in
affinity compared to CO2 is attributed to the prevalence of polarization inter-
actions in H2 sorption, in contrast to electrostatic interactions characterizing
CO2 sorption [119]. Considering that both adsorbates CO2 and H2 undergo
adsorption in M-MOF-74 with different affinity, an interesting topic for future
research is to check, whether the separation of the CO2/H2 mixture would be
effective.

Apart from the separation of CO2/H2 mixtures, another potential applica-
tion of MOFs is the capture of CO2 followed by the conversion to useful feed-
stock chemicals, e.g., formic acid, methanol, urea, propylene, salicylic acid,
and polyols [1–4]. The hydrogenation reaction of CO2 into HCOOH carried
out in MOF confinement recently gained interest of scientists [276]. Due to
the high kinetic and thermodynamic stability of CO2 the use of a catalyst is
needed to mediate the reduction [18], see Eq. 4.1.

In Chapter 4, the confinement effect of porous materials on the thermody-
namical equilibrium of the CO2 hydrogenation reaction can be considered as an
alternative to high-cost, toxic transition metal catalysts [19]. The performed
Monte Carlo simulations of this study proved that the confinement effect of
MOFs affects CO2 hydrogenation reaction, shifting the thermodynamical equi-
librium towards HCOOH formation by Le Chatelier’s principle [44]. The eval-
uation of the influence of pore size and metal centers on the HCOOH yield
showed that the type of metal center is the prevailing factor. The M-MOF-74
series potentially allows to fully investigate the dependence of HCOOH pro-
duction enhancement on the type of metal center, minimizing the effect of
pore size. Molecular simulations are a natural tool to investigate confinement
effects independently from catalytic effects. To the best of our knowledge,
there is no literature data regarding force field-based molecular simulations
of CO2/H2/HCOOH systems in the M-MOF-74 framework. Due to the spe-
cific interactions between open-metal sites and polarizable guest molecules, the
description of such is challenging. In the studies of Becker et al. [277–279] a
polarizable force field for CO2 in M-MOF-74 was developed. A non-polarizable
force field for the adsorption of CO2 in M-MOF-74 was derived from DFT by
Mercado et al. [280, 281] by adjusting not only the Lennard-Jones (LJ) inter-
action potentials of the metal site but all interaction sites. This approach is
elaborated and results in many fitting parameters of the force field, possibly
leading to lower transferability. An attempt to reproduce experimental data
on adsorption of H2 in M-MOF-74 [271] was made in the study of Pham et
al. [119], where the Buch model [282], Belof Stern Space model [283], Darkrim-
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Levesque model [243], and polarizable Belof Stern Space Polar model [283] of
H2 were tested. Only the polarizable Belof Stern Space Polar model success-
fully reproduced the experimental adsorption data [271] for all the studied
metal centers. Polarizable force fields improve the description of the enhanced
interactions between guest molecules and open-metal sites, however, excessive
computational costs are generated unless back-polarization is ignored [277]. In
the recent study of Becker et al. [279] a polarizable force field for CO2 in M-
MOF-74 is derived directly from quantum mechanics and back-polarization is
neglected, resulting in a decrease of the computation time to a level comparable
to non-polarizable force fields. In case of systems that include not only CO2

and H2 adsorption but also the hydrogenation reaction of CO2 to HCOOH,
the size of the considered system, and the complexity of its description can af-
fect computational time, and accuracy. The development of a non-polarizable
force field would be beneficial for further investigation on the dependence of
HCOOH production enhancement on the type of metal center in M-MOF-74.
Another advantage is the transferability of the non-polarizable force field from
one component to another, while polarizable force fields are non-transferable
unless they are specifically developed for transferability [119, 279]. In this
work, we present a non-polarizable force field for molecular simulations of
CO2 and H2 adsorption in M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn,
after introducing two modifications to the existing parameters for CO2, H2,
and M-MOF-74: (1) Coulombic interactions of M-MOF-74 are scaled to repro-
duce experimental data on CO2 adsorption [122] using a non-polarizable force
field for CO2 [176, 284] at 298 K, (2) LJ interaction potentials between the
center of mass of H2 in the Darkrim-Levesque model [243], and the open-metal
centers are scaled to reproduce experimental data on H2 adsorption [271] at 77
K. The force field is transferable from cryogenic temperatures (77 K, 87 K) to
298 K, where the separation of CO2/H2 mixtures is studied in the M-MOF-74
series. As there is no force field available that would reproduce the adsorption
of HCOOH in M-MOF-74, the adjustment of the already existing force field of
HCOOH [174] validated in our previous studies [206, 276] remains a separated
subject of our future research.

This chapter is organized as follows: in section 5.2, we provide technical de-
tails of the molecular simulation methods, the force fields for CO2, H2, and the
metal-organic frameworks. The force field is adjusted by scaling the Coulombic
interaction potentials of M-MOF-74 and scaling the LJ interaction potentials
between the center of mass of H2, and the open-metal centers. The isotherms,
and enthalpy of adsorption are computed using Monte Carlo simulations in the
grand-canonical ensemble. The force field is validated by reproducing experi-
mental data of CO2, and H2 isotherms, enthalpies of adsorption, and binding
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geometries. The adsorption of CO2/H2 mixtures in M-MOF-74 is studied, and
the breakthrough curves are generated to analyze the performance of CO2/H2

mixtures separation. In section 5.3, we present and discuss our results. The
non-polarizable force field is able to describe the adsorption behavior and can
be applied in computational studies of the capture, and separation processes.
Our findings are summarized in section 5.4.

5.2 —Methodology
The non-polarizable force field for the adsorption of CO2 and H2 in M-MOF-74,
where M = Ni, Cu, Co, Fe, Mn, Zn is adjusted, and validated using force field-
based molecular simulations. The guest-host and guest-guest intermolecular
interactions are modeled by Coulombic and LJ interaction potentials. The
Lorentz–Berthelot mixing rules [129] are used to define interactions between
unlike Lennard–Jones sites, except for the interactions between the center of
mass of H2 molecules and the open-metal centers, that are scaled and specified
by an override. Explicit polarization effects are neglected and accounted for
in the LJ and Coulombic interactions. The cutoff radius for intermolecular
interactions is set to 12 Å. LJ interactions are cut and shifted to zero at the
cutoff without tail corrections. Periodic boundary conditions are exerted in all
three directions. The Ewald summation method [151] is used for calculating
electrostatic interactions. The Ewald summation method parameters corres-
pond to a relative precision of 10−6. The bond length and the point charges
from the model for CO2 by Harris and Yung [284] are used together with LJ
interactions parameters modeled by García-Sánchez et al. [176]. The three-site
charge-quadrupole model for H2 by Darkrim and Levesque [243] was chosen as
the closest non-polarizable model to the experimental data studied by Pham
et al. [119]. The models of CO2 and H2 are rigid. LJ parameters for the atoms
of the framework are from the DREIDING force field [148], except for metal
centers, which are from the UFF force field [147]. The models of the framework
and guest-host interactions used in this work are rigid, and all atoms of the
molecules have point charges assigned. All the structures are charge-neutral
before and after modification. Each MOF crystal structures for M-MOF-74
were obtained from a different experimental synthesis [113–118]. The para-
meters of M-MOF-74 trigonal cells are listed in Table C.1 of Appendix C. The
simulated systems are composed of 1 × 1 × 4 unit cells to ensure a minimum
distance of more than twice the cutoff radius between periodic images. The
LJ parameters, partial charges for all the components, and frameworks used
in this work are listed in Table C.2 of Appendix C.

The first modification to the existing force field is the scaling of Coulombic
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interaction potentials of M-MOF-74 to reproduce experimental data on CO2

adsorption [122]. We implement the RASPA software package [94, 95] to per-
form simulations using the M-MOF-74 frameworks. The adsorption isotherms
and the enthalpy of CO2 adsorption were computed from Monte Carlo simula-
tions in the grand-canonical ensemble (GCMC) [128]. The chemical potential,
volume, and temperature are fixed and imposed in the GCMC ensemble. The
uncertainties in the computed number of molecules adsorbed in a unit cell
were provided by the RASPA software package [94]. The simulation is divided
into five blocks, and the error is computed by calculating the standard devi-
ation. The initial charges of the M-MOF-74 frameworks are computed using
the ‘charge-equilibration’ method of Wilmer and Snurr [247, 285] at 298 K,
and subsequently adjusted through multiplication by a scaling factor within
the range of 0.5 - 1.5. To compare the resulting uptakes and the enthalpies
of CO2 adsorption to the experimental data [122], a series of adsorption iso-
therms of CO2 is computed at 298 K, 10−1 - 102 kPa. The set of charges
leading to the closest results to the experimental data was selected for further
study as a part of the final force field.

The second modification to the force field is the scaling of LJ interaction
potentials between the center of mass of H2, and the open-metal centers, to
reproduce experimental data on the adsorption of H2 [271]. The LJ interac-
tion potentials were adjusted through multiplication by a scaling factor within
the range of 0.8 - 1.2. However, an exception was made for the potential
between the center of mass of H2 and the open-metal centers in Ni-MOF-74,
where a scaling factor of 13 was applied, because of the stronger interaction
of H2 with the metal centers of this MOF [271]. To determine the scaling that
leads to the closest values to the experimental loadings and heats of adsorp-
tion [271], a series of adsorption isotherms and the enthalpy of H2 adsorption
is computed from GCMC simulations at 77 K, 10−5 - 102 kPa. Addition-
ally, Henry coefficients computed from the adjusted force field using Widom’s
test particle insertions [128] at 77 K were compared to the coefficients calcu-
lated from the slope of experimental isotherms [271] in the linear region at
low pressures [286]. The selected scaling was also validated by simulating the
adsorption isotherms of H2 at 87 K, and 298 K. The quantum behavior that
is non-negligible at cryogenic temperatures (i.e. 77 K) was taken into account
by incorporating Feynman-Hibbs quantum correction [287] to the interaction
potentials between the center of mass of H2 molecules at 77 K, and 87 K. The
influence of Feynman–Hibbs effect on the H2 adsorption behavior has been
already shown to reduce the saturation capacity and change the shape of the
isotherms in zeolites and other nanomaterials [249, 288–290]. The original and
scaled Coulombic and LJ interaction potentials are provided in Table 5.1 and
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Table 5.2, respectively.
The adjusted non-polarizable force field for the adsorption of CO2, and H2

in M-MOF-74 was further validated by analysis of the behavior of molecules
inside the frameworks at 298 K. To generate binding geometries, Baker’s min-
imization scheme [160] is applied, which uses the eigenvalues/vectors of the
Hessian matrix to locate true minima on the energy surface, corresponding
to equilibrium geometries. The distance between the metal center and O
atom of CO2 molecule (M - OCO2

) was compared with experimental data and
DFT [122]. In case of H2, the simulated distance between the metal center and
the center of mass of H2 (M - Hcom) was compared with DFT [271], as well as
the angle between the metal center, the center of mass of H2, and H atom of
H2 molecule (M - Hcom - HH2

). The CO2, and H2 molecules interacting with
open-metal centers were visualized using iRASPA [38].

The adjusted, and validated non-polarizable force field was used to study
the adsorption of CO2/H2 mixtures in M-MOF-74 series. For mole fractions
of CO2: yCO2

= 0.1, 0.5, the adsorption of CO2, and H2 was studied at 298.15
K, and 100 - 4000 kPa, and the results were discussed. The performance of M-
MOF-74 in fixed-bed adsorbers was evaluated using breakthrough simulations
using the RUPTURA code [291]. The combination of RUPTURA code and
the RASPA software enables computation of breakthrough curves directly from
GCMC simulations. The computed adsorption data of pure CO2, and H2 at
298.15 K, and 100 - 4000 kPa were used to fit the dual-site Langmuir-Freundlich
isotherm model [292]:

q(p) =
∑
i

qsati

bi(
pi
p0

)vi

1 + bi(
pi
p0

)vi
(5.2)

where q(p) is absolute loading of the adsorbed phase as a function of pressure,
qsati is saturation loading, bi is the coefficient of adsorption representing the
affinity of the molecule, vi is heterogeneity factor, pi is the partial pressure in
the gas phase in units of Pa, p0 is the reference pressure equal to 1 Pa, and i

refers to component i. The parameters of the dual-site Langmuir-Freundlich
model (qsat1 ,b1,v1,qsat2 ,b2, and v2) for CO2, and H2 were used as an input for
breakthrough simulations, and are listed in Table C.3 of Appendix C. The sim-
ulations of gas adsorption breakthrough curves were performed for CO2/H2

mixtures, where yCO2
= 0.1, 0.2, 0.3, 0.4, 0.5, 0.9, with helium as a carrier

gas. To compare the separation of CO2/H2 mixtures using M-MOF-74 with
performance of modified activated carbon, the initial conditions were selected
based on the study of Caldwell et al. [293]: temperature T=298 K, total pres-
sure pT = 2.5 MPa, packed bed void fraction εB = 0.4, interstitial gas velocity
entering the packed bed v = 0.006791 m s−1, length of packed bed adsorber
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L = 0.065 m, axial dispersion is neglected, and isothermal conditions are as-
sumed. The output from RUPTURA was validated by independent prediction
of CO2/H2 mixtures using Ideal Adsorption Solution Theory (IAST) [294],
followed by comparison to the previously obtained results from GCMC sim-
ulations. The breakthrough curves were analyzed depending on the metal
centers, and depending on the mole fraction of CO2.

The GCMC simulations of the adsorption of CO2 and H2 in M-MOF-74
were carried out with 104 initialization Monte Carlo (MC) cycles, and 4·105

production MC cycles. One single MC cycle includes N MC trial moves, where
N is the total number of molecules at the start of the simulation. The prob-
abilities of selecting trial moves in GCMC simulations were 25% translations,
25% rotations, 25% reinsertions, and 25% swap trial moves (exchanging mo-
lecules with the reservoir). The GCMC simulations of the CO2/H2 mixtures
in M-MOF-74 consisted of 104 initialization MC cycles, and 105 production
MC cycles. The probabilities of selecting trial moves were 16.7% transla-
tions, 16.7% rotations, 16.7% reinsertions, 16.7% identity changes (changing
the identity of the selected molecule) and 33.2% swap trial moves. For more
details about Monte Carlo trial moves, the reader is referred to Ref. [38, 94,
95]

5.3— Results and Discussion
To reproduce experimental data on the adsorption of CO2 [122], we first com-
puted, and scaled the Coulombic interaction potentials of M-MOF-74, where
M = Ni, Cu, Co, Fe, Mn, Zn. The scaled charges are compared to the initial
charges computed from the ‘charge-equilibration’ method in Table 5.1.

The isotherms and enthalpy of CO2 adsorption in M-MOF-74 computed
with the use of new set of scaled charges at 298 K, and 10−1 - 102 kPa, are
shown in Figure 5.2. By only scaling the Coulombic interaction potentials of
M-MOF-74 the experimental loadings and heats of adsorption [122] were re-
produced, despite starting from isotherms that deviate significantly from the
experiment, see an example in Figure 5.2c. Overall, the force field agrees well
with the experimental measurements, with a small deviation observed for Ni-
MOF-74. The highest relative difference of 39% between the computed value
of adsorption uptake in Ni-MOF-74 and literature value occurs at 3 kPa. This
difference is probably due to the difficulty in describing the two-step mechan-
ism of adsorption in the low-pressure area, wherein adsorbate molecules first
adsorb at the metal centers, followed by adsorption above a triangle of oxy-
gen atoms within the framework. The tendency in the simulated uptake and
heat of CO2 adsorption agrees with the study by Queen et al. [122]: Ni >
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Table 5.1: The initial charges for M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn computed
from the ‘charge-equilibration’ method of Wilmer and Snurr [247, 285], compared to the
scaled charges selected based on reproduction of experimental data [122]. The chosen set of
charges allows successful computation of the isotherms, and the enthalpy of CO2 adsorption
at 298 K, 10−1 - 102 kPa. The charges for Co- and Fe-MOF-74 for CO2 adsorption have
been previously published by Luna-Triguero et al. [295]

Ni-MOF-74 Cu-MOF-74
Atom qcharge eq. /[e−] qscaled /[e−] qcharge eq. /[e−] qscaled /[e−]

Me 1.10769 1.55 0.923389 0.834
C1 0.431158 0.603 -0.0833878 -0.076
C2 -0.196159 -0.275 0.383558 0.345
C3 0.196702 0.275 0.17379 0.156
C4 -0.0609594 -0.086 -0.154189 -0.139
O1 -0.449624 -0.63 -0.437776 -0.394
O2 -0.581596 -0.815 -0.47853 -0.431
O3 -0.50468 -0.702 -0.408696 -0.368
H 0.0574637 0.08 0.0818392 0.073

Co-MOF-74 Fe-MOF-74
Atom qcharge eq. /[e−] qscaled /[e−] qcharge eq. /[e−] qscaled /[e−]

Me 1.16171 1.335 1.146450 1.226
C1 0.422607 0.485 0.332818 0.356
C2 -0.179995 -0.207 -0.138145 -0.148
C3 0.208781 0.245 0.160509 0.175
C4 -0.108009 -0.125 -0.081881 -0.088
O1 -0.472538 -0.544 -0.562089 -0.602
O2 -0.530936 -0.611 -0.410100 -0.439
O3 -0.584701 -0.673 -0.523741 -0.561
H 0.0830871 0.095 0.076157 0.081

Mn-MOF-74 Zn-MOF-74
Atom qcharge eq. /[e−] qscaled /[e−] qcharge eq. /[e−] qscaled /[e−]

Me 1.29091 1.161 1.213100 1.006
C1 0.409563 0.368 0.414013 0.343
C2 -0.193789 -0.175 -0.186294 -0.155
C3 0.194713 0.175 0.194483 0.161
C4 -0.0761898 -0.064 -0.099635 -0.083
O1 -0.608495 -0.548 -0.576390 -0.479
O2 -0.491698 -0.443 -0.478184 -0.393
O3 -0.579225 -0.522 -0.558839 -0.464
H 0.0542353 0.048 0.077740 0.064
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Fig. 5.2. Adsorption of CO2 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) computed with
the use of new set of scaled charges, that enable the reproduction of experimental data [122]
at 298 K, and 10−1 - 102 kPa: (a) the adsorption isotherms, (b) the heat of adsorption,
and (c) the comparison of the experimental adsorption in Ni-MOF-74 [122] to the isotherms
computed using the initial charges from the ‘charge-equilibration’ method, and the new set
of scaled charges. Adsorption results computed from modified force field are represented
by data points, and the literature data by dashed lines. The force field agrees well with
the experimental measurements, and the experimental trend in uptake and heat of CO2

adsorption is reproduced.

Co > Fe > Mn > Zn > Cu. The heats of adsorption for both Co-MOF-74
and Fe-MOF-74 approach ca. 32 kJ mol−1 as the uptake reaches 1 CO2 per
M2+, which value is close to the literature data [122], see Figure 5.2b. The
heat of adsorption for Ni-MOF-74 is found to be somewhat higher, ca. 35 kJ
mol−1. This convergence suggests a uniform distribution of adsorption enthal-
pies at the secondary adsorption sites, reflecting the similarity in adsorption
environments across the isostructural series.
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The force field has undergone further modifications by the scaling of LJ
interaction potentials between the center of mass of H2, and the open-metal
centers to reproduce experimental data on H2 adsorption [271]. The com-
parison of the initial LJ interaction potentials from Lorentz–Berthelot mixing
rules, and the scaled potentials is shown in Table 5.2.

The changes in the LJ potential function caused by the scaling and their
consequences are shown in Figure 5.3 in the example of the adsorption of H2 in
Ni-MOF-74. To reproduce the adsorption isotherm at the low-pressure region,
a deeper potential well between the center of mass of H2 and Ni was neces-
sary, as well as closer intermolecular distance at the energy minimum. This
modification allowed the correct reproduction of adsorption at a pressure lower
than 10 kPa, which was initially impossible. However, at the range between 10
kPa and 100 kPa the adsorption uptake is overestimated due to the quantum
behavior of H2 molecules at 77 K. This overestimation at cryogenic temper-
atures was resolved by incorporation of Feynman-Hibbs quantum correction,
which affects the shape of the isotherm by reducing the adsorption capacity.
The relative difference between the computed value of adsorption uptake us-
ing scaled LJ interaction potentials with Feynman-Hibbs quantum correction,
and literature value at 100 kPa decreased from 13.3% to 3.6%, leading to the
satisfactory reproduction of experimental data.

The isotherms, and the heat of H2 adsorption computed from the new
set of LJ potentials at 77 K, and 10−5 - 102 kPa are shown in Figure 5.4a
and b, respectively. The computed isotherms and the heats of adsorption
with error bars are presented separately for each studied M-MOF-74 in Fig-
ures C.1 and C.2 of Appendix C. While the agreement with the experimental
data [271] is satisfactory, larger deviations can be observed for the Co-, and
Fe-based frameworks at the low-pressure region, see Figure 5.4a. To investig-
ate the agreement of simulated isotherms with the experimental data at the
low pressure regime, the Henry coefficients were compared in Table C.4 of Ap-
pendix C. The Henry coefficients for Cu-MOF-74 and Ni-MOF-74 were com-
puted with high accuracy, showing deviations of only 1% and 8%, respectively,
when compared to coefficients calculated from experimental adsorption data.
The highest deviation from the experimental Henry coefficient value (84%) is
observed for Fe-MOF-74. This is reflected in the disparity of the simulated
isotherm shape to the experimental data, particularly in the low-pressure re-
gion, as shown in Figure C.1d of Appendix C. The highest relative difference
of 60% between the computed value of adsorption uptake and literature value
occurs at 0.7 kPa for Fe-MOF-74. The deviation decreases with the increase of
pressure to reach a low, acceptable value of 0.7% at 10 kPa. Despite the large
discrepancy in the uptake at 0.7 kPa, the corresponding enthalpy of adsorp-
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Table 5.2: The initial LJ interaction potentials calculated from Lorentz–Berthelot mixing
rules between the center of mass of H2, and the open-metal centers of M-MOF-74, where M
= Ni, Cu, Co, Fe, Mn, Zn, compared to the scaled potentials selected based on reproduction
of experimental data [271]. The chosen LJ potentials allow successful computation of the
isotherms, and the enthalpy of H2 adsorption at 77 K, and 10−5 - 102 kPa.

Metal ϵ/kBunscaled /[K] ϵ/kBscaled /[K] σunscaled /[Å] σscaled /[Å]
Ni 16.65248 216.4823 2.7415 2.1932
Cu 9.613043 11.5357 3.036 3.036
Co 16.08752 17.6963 2.7585 2.2068
Fe 15.49488 18.5939 2.776 2.776
Mn 15.50317 13.9529 2.798 2.798
Zn 47.85447 43.069 2.7095 2.7095

tion aligns with the literature value of 8.7 kJ mol−1 (the relative difference of
5.8%). It can be observed in Figure C.2d of Appendix C that the heat of ad-
sorption for Fe-MOF-74 is slightly shifted towards a higher uptake. The shift
in a decrease of the computed heat of adsorption indicates that the secondary
adsorption sites located directly above a triangle of oxygen atoms within the
framework, start filling at ca. 0.8 mol mol−1, 6 kPa, instead of experimental
ca. 0.6 mol mol−1, 0.7 kPa. In the simulations, molecules of H2 and Fe centers
are attracting each other too strongly causing higher occupancy of primary
adsorption sites than in reality. The trend in the simulated uptake and heat of
H2 adsorption agrees with the study by Rosnes et al. [271]: Ni > Co > Fe > Zn
≈ Mn > Cu. The heats of adsorption for all M-MOF-74 frameworks approach
ca. 5 kJ mol−1 at the secondary adsorption sites, which is in agreement with
literature. As in the experiments, the two-step mechanism of adsorption is the
most noticeable in case of Ni-MOF-74. The temperature transferability of the
force field at cryogenic temperatures was confirmed from 77 K to 87 K, see
Figure C.3 of Appendix C. In Figure 5.4c the adsorption of H2 in M-MOF-74
at 298 K, and 10 - 4000 kPa were compared to literature data for Ni-MOF-
74 [296]. The computed adsorption in Ni-MOF-74 follows the experimental
isotherm, but becomes overestimated at 1500 kPa. The relative difference
between computed values and literature reaches 14% at 4000 kPa. The trend
in the adsorption uptake at 298 K is found to be almost identical as at 77 K:
Ni > Co ≈ Fe > Zn ≈ Mn > Cu. We found the performance of the force field
to be sufficient at both cryogenic and room temperatures.

The distribution of CO2, and H2 molecules can be analyzed inside M-
MOF-74 using the average density profiles (Figure 5.5). The center of mass of
the adsorbed molecules was projected onto the XY plane of anisotropic Ni-,
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Fig. 5.3. Adsorption of H2 in Ni-MOF-74: (a) the original and scaled LJ potential function
- intermolecular potential energy as a function of the distance between the center of mass
of H2, and the open-metal center Ni, (b) the comparison of the experimental adsorption
isotherm [271] to the isotherms computed from the original force field parameters using the
initial charges from the ‘charge-equilibration’ method, the original force field parameters
using the new set of scaled charges, scaled LJ potential between the center of mass of H2

and Ni using the new set of scaled charges, and scaled LJ potential with Feynman-Hibbs
quantum correction using the new set of scaled charges. The simulations were carried out
at 77 K, and 10−5 - 102 kPa. The best agreement with literature data resulted from scaled
LJ potential with Feynman-Hibbs quantum correction.

and Cu-MOF-74. The average density profiles of CO2, and H2 in Ni-MOF-74
confirm a very high adsorption loading at the open-metal centers compared to
the secondary adsorption sites. H2 molecules are located closer to the metal
centers than CO2, due to their smaller size. The adsorbed molecules of CO2,
and H2 in Cu-MOF-74 are more homogeneously distributed, especially in case
of CO2. The reason is in the lowest hydrogen affinity for Cu-MOF-74 among
the studied structures, and the constant enthalpy resulting in the one-step
mechanism of adsorption. The distribution of CO2, and H2 molecules inside
Co-, Fe-, Mn-, Zn-MOF-74 is shown in Figures C.4, and C.5 of Appendix C,
respectively.

The atomistic reference structures of Ni-MOF-74 framework that is loaded
with 1.5 CO2, and 1.5 H2 per metal site was obtained from Baker’s minim-
ization simulations at 298 K. In Figure 5.6a, and b the adsorption of CO2,
and H2 is visualized using iRASPA [38], respectively. The binding geometry
of CO2 molecules resembles the ball-and-stick model from the study of Queen
et al. [122], showing a single channel in Fe-MOF-74 loaded with 1.5 CO2 per
Fe center. Two apparent CO2 sites identified through high resolution neutron
powder diffraction experiments exhibit the hexagon-shaped binding pattern,
similarly observed here. The pattern is less explicit in case of H2 but still
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Fig. 5.4. Adsorption of H2 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) computed from
GCMC simulations with the new set of LJ potentials, that enable the reproduction of ex-
perimental data [271]: (a) the adsorption isotherms at 77 K, and 10−5 - 102 kPa, (b) the
heat of adsorption at 77 K, and 10−5 - 102 kPa, and (c) the adsorption isotherms at 298
K, 10 - 4000 kPa. Adsorption results computed from modified force field are represented by
data points, and the literature data by dashed lines. The force field agrees well with the
experimental measurements, with a slight deviation observed for Fe-MOF-74. The experi-
mental trend in uptake and heat of H2 adsorption is reproduced.

noticeable at the metal centers.
To examine the binding geometries in more detail, energy minimization

simulations using Baker’s algorithm were performed for a single molecule of the
adsorbate at 298 K. The computed distances M - OCO2

, and M - Hcom, along
with the angles M - Hcom - HH2

are compared with literature data [122, 124,
271, 273, 275, 297] in Table 5.3. The computed binding geometries are in a very
good agreement with the reference values. The relative difference between the
computed and experimental M - OCO2

distances is 3 - 7%. Similarly, in the case
of M - Hcom the relative difference is 0.3 - 10%. Surprisingly, the closest result
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(a) (b)

(c) (d)

Fig. 5.5. The distribution of the CO2, and H2 molecules inside M-MOF-74, analyzed
using density profiles from GCMC simulation: (a) the distribution of CO2 molecules in Ni-
MOF-74 at 298 K, 100 kPa, (b) the distribution of H2 molecules in Ni-MOF-74 at 77 K,
100 kPa, (c) the distribution of CO2 molecules in Cu-MOF-74 at 298 K, 100 kPa, (d) the
distribution of H2 molecules in Cu-MOF-74 at 77 K, 100 kPa. The center of mass of the
molecules that are adsorbed was projected onto the XY plane. The color gradation of the
scales relates to the most and least populated regions of the structure, which is relative in
each case. The color scale is shown as a reference of the molecules loading. The preferential
sites of CO2, and H2 molecules (colored red) in Ni-MOF-74 are at the open-metal centers.
The adsorption loading of CO2, and H2 in Cu-MOF-74 is more homogeneously distributed,
which is a reflection of the lower hydrogen affinity for Cu.

to the literature data (0.3%) was achieved for Fe-MOF-74, whose computed
adsorption isotherm deviated the most from the experimental. The highest
relative difference of 10.3% is between the computed and experimental Cu -
Hcom distance. In addition to neutron diffraction, Rosnes et al. [271] performed
DFT computations at the PBE + D level resulting in Cu - HH2

distances of
2.75 Å, and 2.66 Å that are close to our values: 2.744 Å, and 2.743 Å (the
relative difference of 2.4% and 0.2%, respectively). The computed angles M -
Hcom - HH2

for Co-, and Ni-MOF-74 agree with the results from DFT reported
by Pham et al. [119] (83.7°and 76.9°, respectively) with the deviation of 7%
and 15%, although in the case of Zn (60.8°) almost 50% of relative difference
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(a) (b)

Fig. 5.6. The atomistic reference structures of Ni-MOF-74 framework obtained from
Baker’s minimization simulations at 298 K: (a) loaded with 1.5 CO2 per metal site, and
(b) loaded with 1.5 H2 per metal site. The hexagon-shaped binding pattern of adsorbate
molecules shown in the study of Queen et al. [122] is also displayed here, especially for CO2

molecules. The molecules of H2 are located mostly at the metal centers.

is observed. The CO2, and H2 molecules interacting with open-metal centers
of Ni-MOF-74 are visualized using iRASPA [38] in Figure 5.7.

The non-polarizable force field for adsorption of CO2, and H2 in M-MOF-
74 has been validated by reproducing the experimental data of adsorption
isotherms, the heats of adsorption and binding geometries, and therefore used
to predict the adsorption of CO2/H2 mixture. The adsorption of CO2/H2

mixture in M-MOF-74 at 298.15 K, and 100 - 4000 kPa is shown for CO2

mole fraction yCO2
= 0.1 in Figure 5.8a, and yCO2

= 0.5 in Figure 5.8b. When
CO2 is present in the gas mixture even at the lowest studied mole fraction
yCO2

= 0.1, the adsorption of H2 practically does not occur (it is lower than
1 mg g−1 of H2). This is due to much higher CO2 affinity for M-MOF-74
of ca. 30 kJ mol−1 at the secondary adsorption sites than the affinity of H2

(ca. 6 kJ mol−1). The adsorption loading decreases with mole fraction of
CO2. Compared to the adsorption of pure CO2, its uptake from CO2/H2

mixture in Ni-MOF-74 at 100 kPa decreased by 1.2 times for yCO2
= 0.5, and

by 2.3 times for yCO2
= 0.1. Similarly, the saturation loading for yCO2

= 0.1
decreased by 1.2 times compared to yCO2

= 0.5. The tendency in performance
of M-MOF-74 has changed slightly for mixture with yCO2

= 0.5, compared to
the tendency in adsorption of pure CO2 (Ni > Co > Fe > Mn > Zn > Cu):
the adsorption uptakes in Co-, Fe-, and Mn-MOF-74 surpassed the results
in Ni-MOF-74 at high pressure. In case of Co-, Mn-, and Ni-MOF-74 the
adsorption loadings overlap within the error bars. The adsorption in Fe-MOF-
74 is likely overestimated, due to small discrepancies between the model and
the experimental adsorption isotherm of H2 described earlier in this chapter,
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Table 5.3: Binding geometry of CO2 and H2 molecules in M-MOF-74 obtained from
Baker’s minimization simulations at 298 K. The computed distances M - OCO2 and M -
Hcom, together with the angles M - Hcom - HH2 are compared to the literature data [122,
124, 271, 273, 275, 297]. The computed binding distances are in very good agreement with
the reference values. The relative differences between our results and experimental studies
are lower than 10%. The binding distances and angles are visualized in Figure 5.7.

Binding geometry of CO2

Metal M–OCO2,exp M–OCO2,DFT M–OCO2,sim

[Å] [Å] [Å]

Ni 2.29 [297] 2.52 2.39
Cu 2.86 2.87 2.69
Co 2.26 2.56 2.42
Fe 2.29 2.62 2.43
Mn 2.51 2.57 2.44
Zn 2.43 2.84 2.57

Binding geometry of H2

Metal M–Hcom,exp M–Hcom,sim M–Hcom–HH2,sim

[Å] [Å] [°]

Ni 2.20 [273] 2.329 88.675
Cu 3.03 [271] 2.718 89.93
Co 2.23 [273] 2.159 89.189
Fe 2.53 [275] 2.522 89.057
Mn 2.67 [271] 2.524 87.932
Zn 2.6 [124] 2.637 89.933

that might affect the adsorption of CO2. The mole fraction of CO2 in the
gas mixture also affects the shape of Cu-MOF-74 isotherm. The increase in
mole fraction of CO2 causes saturation to be achieved in Cu-MOF-74 at lower
pressure (ca. 2000 kPa), while in case of lower mole fraction of CO2 the loading
is still growing.

In Figure 5.9, the distributions of the CO2 and H2 molecules adsorbed
from CO2/H2 gas mixture with CO2 mole fraction yCO2

= 0.5 are analyzed
inside Ni- and Cu-MOF-74 at 298.15 K and 4000 kPa. The preferential sites
of the CO2 molecules adsorbed in Ni- and Cu-MOF-74 are located at the
open-metal centers and in the middle of the pores. The adsorption loading
of H2 in Ni- and Cu-MOF-74 is homogeneously distributed, which reflects the
lower hydrogen affinity compared to CO2, resulting in the adsorption uptake
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(a) (b)

Fig. 5.7. Binding geometry of the adsorbate molecule in Ni-MOF-74 obtained from Baker’s
minimization simulations at 298 K: (a) CO2, and (b) H2. The molecules interacting with
open-metal centers are visualized using iRASPA [38]. The binding distances subject to
analysis in Table 5.3 (M - OCO2 , and M - Hcom) are connected by dashed lines. The angle
M - Hcom - HH2 is depicted by an arc.

lower than 1 mg g−1 of H2. The process of CO2 separation from CO2/H2

mixtures using M-MOF-74 is promising as the molecules of H2 do not adsorb,
resulting in high purity products. The performance of M-MOF-74 was further
evaluated in fixed-bed adsorbers using breakthrough simulations from RUP-
TURA. The breakthrough curves were computed for CO2/H2 mixtures, where
CO2 mole fraction yCO2

= 0.1, 0.2, 0.3, 0.4, 0.5, 0.9, see Figure 5.10. The
validation of output from RUPTURA by independent prediction of CO2/H2

mixtures from Figure 5.8 using IAST is shown in Figure C.6 of Appendix C.
The prediction obtained using IAST from RUPTURA agrees well with the
previously performed GCMC simulations of the CO2/H2 mixture, indicating
the successful validation of results from RUPTURA. It is clear that the sep-
aration of CO2 is effective, as H2 is not being adsorbed from the gas mixture.
The analysis of breakthrough curves of CO2 obtained in Ni-, and Cu-MOF-
74 (Figure 5.10a, and b) shows that the breakthrough time increases with
decreasing mole fraction of CO2 in the mixture. More adsorbate molecules
flowing through a column result in faster filling of the adsorbent. Increasing
the feed mole fraction of CO2 from 0.1 to 0.9 speeds up the breakthrough time
by ca. 40 min in Ni-MOF-74, and ca. 16 min in Cu-MOF-74. CO2 eluted out
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Fig. 5.8. Adsorption of CO2/H2 mixture in M-MOF-74 obtained from GCMC simulations
at 298.15 K, and 100 - 4000 kPa for CO2 mole fraction: (a) yCO2 = 0.1, and (b) yCO2 =
0.5. The adsorption isotherms of CO2 are represented by dashed lines, and the adsorption
isotherms of H2 by solid lines. The adsorption of H2 practically does not occur when CO2

is present in the mixture. The adsorption loading in all studied M-MOF-74 decreases with
mole fraction of CO2.

up to 2 times later in case of Ni-MOF-74 than Cu-MOF-74. The adsorption
uptake in Ni-MOF-74 is significantly higher than in Cu-MOF-74, consequently
the maximum loading of column containing Ni-MOF-74 takes longer under the
same conditions. The tendency in performance of all the studied M-MOF-74
is indicated in Figure 5.10c for the mixture with yCO2

= 0.5. The time needed
for CO2 to elute out follows the same order as the uptake and the heat of CO2

adsorption: Ni > Co > Fe > Mn > Zn > Cu, with the time difference of ca.
3 min between Ni-, and Cu-MOF-74. The breakthrough curves for Co-, Fe-,
Mn-, and Zn-MOF-74, where CO2 mole fraction in the mixture is yCO2

= 0.1,
0.2, 0.3, 0.4, 0.5, 0.9 are shown in Figure C.7 of Appendix C. The compar-
ison of breakthrough curves depending on the metal centers for mixtures with
yCO2

= 0.1, 0.9 is shown in Figure C.8 of Appendix C. The breakthrough time
difference between Ni-, and Cu-MOF-74 is shown to decrease with increasing
feed mole fraction of CO2. At yCO2

= 0.1 the breakthrough time difference
is 24 times longer than at yCO2

= 0.9. In the study of Caldwell et al. [293]
the separation of CO2/H2 mixtures was performed using modified activated
carbon at yCO2

= 0.1, 0.2, 0.3, 0.4, 0.5, at the same initial conditions as spe-
cified in this study. The recorded breakthrough time was between ca. 17 min
for yCO2

= 0.5, and ca. 50 min for yCO2
= 0.1. This is a very similar time

difference as Ni-MOF-74, in which case the breakthrough time equals to ca.
12 min for yCO2

= 0.5, and ca. 45 min for yCO2
= 0.1. The CO2/H2 separ-

ation performance of Ni-MOF-74 is found to be comparable to the modified
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(a) (b)

(c) (d)

Fig. 5.9. The distribution of the CO2, and H2 molecules inside M-MOF-74, analyzed using
density profiles from GCMC simulations of CO2/H2 gas mixture (yCO2 = 0.5) at 298.15
K, 4000 kPa: (a) the distribution of CO2 molecules in Ni-MOF-74, (b) the distribution of
H2 molecules in Ni-MOF-74, (c) the distribution of CO2 molecules in Cu-MOF-74, (d) the
distribution of H2 molecules in Cu-MOF-74. The center of mass of the molecules that are
adsorbed was projected onto the XY plane. The color gradation of the scales relates to
the most and least populated regions of the structure, which is relative in each case. The
color scale is shown as a reference of the molecules loading. The preferential sites of CO2

molecules (colored red) in Ni- and Cu-MOF-74 are at the open-metal centers and in the
middle of the pores. The adsorption loading of H2 in Ni- and Cu-MOF-74 is homogeneously
distributed, which is a reflection of the lower hydrogen affinity compared to CO2, resulting
in the adsorption uptake lower than 1 mg g−1 of H2.

activated carbon. We feel that other factors important for Ni-MOF-74 applic-
ation in PSA, such as economic analysis, resistance to moisture, and structural
modifications, are beyond the scope of the present study. As MOF crystals
are brittle and easily broken [298], their application in powder form leads to
a high-pressure drop across the column and dust pollution. For scalable in-
dustrial applications, Ni-MOF-74 should be pressed into the pellets [299], or
molded into processable shaped bodies of high porosity [300]. The molding
process was described in the study of Pu et al. [300] based on Mg-MOF-74.
The authors showed that the molding process rarely reduces the adsorptive
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Fig. 5.10. Breakthrough curves computed from RUPTURA [291] for the separation of
CO2/H2 mixtures in fixed-bed adsorbers using: (a) Ni-MOF-74 at CO2 feed mole fractions
of yCO2 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.9, (b) Cu-MOF-74 at CO2 feed mole fractions of yCO2

= 0.1, 0.2, 0.3, 0.4, 0.5, 0.9, (c) M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn at CO2

feed mole fractions of yCO2 = 0.5. The breakthrough curves of CO2 are represented by
dashed lines, and the breakthrough curves of H2 by solid lines. The following dependencies
are found: (1) the breakthrough time follows the same order as the uptake and the heat
of CO2 adsorption: Ni > Co > Fe > Mn > Zn > Cu, (2) the breakthrough time increases
with decreasing mole fraction of CO2 in the mixture. The initial conditions are specified as:
temperature T=298 K, total pressure pT = 2.5 MPa, packed bed void fraction εB = 0.4,
interstitial gas velocity entering the packed bed v = 0.006791 m s−1, length of packed bed
adsorber L = 0.065 m, axial dispersion is neglected, and isothermal conditions are assumed.

ability. Another interesting topic explored in the literature involves modific-
ations of M-MOF-74: the development of zeolite@metal–organic framework
composites consisting of Ni-MOF-74 and zeolite-5A with a core–shell struc-
ture for efficient H2 purification [301]. Al-Naddaf et al. [301] reported that the
selectivities for separations of CO2/H2, CO/H2, CH4/H2, and N2/H2 are lar-
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ger than those of the bare zeolite or MOF. Due to a higher surface area, total
pore volume, and formation of new mesopores at the MOF–zeolite interface,
the composite showed a 20 - 30% increase in CO2, CO, CH4, and N2 uptake
than Ni-MOF-74 [301]. An alternative, worth exploring post-modification of
Ni-MOF-74 is also amino-functionalization with ethylenediamine, successfully
applied to Mg-MOF-74 in the study of Wang et al. [302] The separation per-
formance of the studied Mg-MOF-74 membrane was found to be improved,
increasing the CO2/H2 selectivity from 10.5 to 28 due to the enhanced ad-
sorption of CO2 molecules by amine groups, thereby reducing the permeance
of CO2. Further studies of Ni-MOF-74 towards its application in separation
processes may be a promising subject of research in the field of CO2 and H2

capture.

5.4— Conclusions
We carried out Monte Carlo simulations to adjust the non-polarizable force
fields for CO2 and H2 adsorption in M-MOF-74, where M = Ni, Cu, Co, Fe,
Mn, Zn. The model of CO2 by Harris and Yung with LJ interactions para-
meters modeled by García-Sánchez et al. [176, 284] was used in this study
together with the three-site charge-quadrupole model of H2 by Darkrim and
Levesque [243]. LJ parameters from the DREIDING force field were used for
the atoms of the frameworks, except for metal centers, which are defined by
the UFF force field. We introduced two modifications to the existing force
field for CO2, H2, and M-MOF-74: scaling the Coulombic interaction poten-
tials of the framework atoms of M-MOF-74, and scaling LJ interaction po-
tentials between the center of mass of H2 and the open-metal centers. The
force field was successfully validated by reproducing experimental CO2 and
H2 isotherms, enthalpies of adsorption, binding geometries, and showing tem-
perature transferability of the force field from 77 K to 87 K, and 298 K. The
results agree well with the experimental measurements. The Feynman-Hibbs
quantum correction was found to be an important part of the force field at
cryogenic temperatures, as it affects the shape of the isotherm by reducing the
adsorption capacity. The two-step mechanism of adsorption was recreated,
wherein adsorbate molecules first adsorb at the metal centers, followed by
adsorption above a triangle of oxygen atoms within the framework. The simu-
lated uptake and heat of adsorption for CO2 and H2 reproduced the tendency
in performance of M-MOF-74 from the experimental data. A small deviation
was observed for the adsorption of H2 in Fe-MOF-74, however the binding
distance between H2 and the metal center was reproduced most precisely for
this MOF as 2.522 Å, deviating only by 0.3% from the literature value. The
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force field was applied to the adsorption of CO2/H2 mixtures at 298.15 K,
and the prediction of breakthrough curves at 298 K. It was shown that al-
most no adsorption of H2 occurs when CO2 is present in the mixture. The
breakthrough time follows the same order as the uptake and the heat of CO2

adsorption: Ni > Co > Fe > Mn > Zn > Cu. The metal-organic frameworks
M-MOF-74 have the potential in the capture of CO2 and H2, as well as in
separation processes of CO2/H2 mixtures. The proposed non-polarizable force
field is an alternative to the complex polarizable force fields available in the
literature, that enables to fully investigate the performance of M-MOF-74 by
molecular simulations. An interesting topic for future research would be the
modification of the HCOOH force field to reproduce its binding geometry in
M-MOF-74 obtained from DFT, to enable the application together with CO2

and H2 force fields. This would allow to study the process of CO2 conversion
into HCOOH, and better understanding of the effect of open-metal centers on
the CO2 hydrogenation reaction to HCOOH in confinement.



Chapter 6

The Impact of Metal Centers in the
M-MOF-74 Series on Formic Acid

Production
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The confinement effect of porous materials on the thermodynamical equi-
librium of the CO2 hydrogenation reaction presents a cost-effective alternative
to transition metal catalysts. In metal-organic frameworks, the type of metal
center has a greater impact on the enhancement of formic acid production
than the scale of confinement resulting from the pore size. The M-MOF-
74 series enables a comprehensive study of how different metal centers affect
HCOOH production, minimizing the effect of pore size. In this work, molecu-
lar simulations were used to analyze the adsorption of HCOOH and the CO2

hydrogenation reaction in M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn.
We combine classical simulations and Density Functional Theory calculations
to gain insights into the mechanisms that govern the low coverage adsorption
of HCOOH in the surrounding of the metal centers of M-MOF-74. The impact
of metal centers on the HCOOH yield was assessed by Monte Carlo simula-
tions in the grand-canonical ensemble, using gas-phase compositions of CO2,
H2, and HCOOH at chemical equilibrium at 298.15 - 800 K, 1 - 60 bar. The
performance of M-MOF-74 in HCOOH production follows the same order as
the uptake and the heat of HCOOH adsorption: Ni > Co > Fe > Mn > Zn
> Cu. Ni-MOF-74 increases the mole fraction of HCOOH by ca. 105 times
compared to the gas phase at 298.15 K, 60 bar. Ni-MOF-74 has the potential
to be more economically attractive for CO2 conversion than transition metal
catalysts, achieving HCOOH production at concentrations comparable to the
highest formate levels reported for transition metal catalysts and offering a
more valuable molecular form of the product.

This chapter is based on the following publication:
Wasik, D. O., Vicent-Luna, J. M., Rezaie, S., Luna-Triguero, A., Vlugt, T. J. H., Calero,
S. The Impact of Metal Centers in the M-MOF-74 Series on Formic Acid Production. ACS
Applied Materials & Interfaces 2024, 16, 45006-45019.
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6.1— Introduction
In 2023, global energy-related CO2 emissions increased by 1.1%, reaching a
new record of 37.4 billion tonnes (Gt) [22]. From 2019 to 2023, total energy-
related CO2 emissions raised by ca. 900 million tonnes (Mt), however without
the adoption of clean energy technologies there emissions would have grown
threefold [22]. Further advancement of sustainable energy technologies that
significantly slow down emissions is an important topic for future research.
An economically attractive method to reduce CO2 emissions is the capture
at the source of production and the conversion to valuable chemicals, e.g.,
formic acid, salicylic acid, methanol, urea, propylene, and polyols [1–4]. Due
to the wide range of formic acid (HCOOH) applications, e.g., as a hydrogen
carrier [7], fungicidal and bactericidal agent [5, 6], in the production of rub-
ber [8] and the water-gas-shift reaction [9], the HCOOH global market value
is forecast to increase from 1.8 billion dollars in 2023 to 2.8 billion dollars by
2033 [33]. One of the possible methods for HCOOH production that gained
attention over the past few decades is the CO2 hydrogenation reaction [18]:
CO2 +H2 ⇄ HCOOH. The high free energy barrier of 351.46 kJ mol−1 for CO2

hydrogenation in the gas phase [19] indicates that a catalyst is needed. The
most efficient transition metal-based catalytic systems for CO2 hydrogenation
involve catalysts with pincer ligands [59–61], half-sandwich catalysts with or
without proton-responsive ligands [65–69], N-heterocyclic carbene ligands [62–
64], and phosphine ligands [54–58]. Given the significant limitations of trans-
ition metal catalysts, such as their cost and toxicity [19], it is essential to
investigate methods to improve CO2 hydrogenation efficiency while address-
ing these challenges. The confinement effect of porous materials was shown
to shift the thermodynamical equilibrium of several reactions [70, 210–215,
276], including CO2 hydrogenation, resulting in an increased yield of formic
acid [276]. It may be considered a cost-effective alternative to the transition
metal catalysts due to: (a) the higher density of the pore phase compared
to the bulk-phase, increasing yield for reactions in which there is a decrease
in the total number of moles, by Le Chatelier’s principle [44], (b) the select-
ive adsorption of favored HCOOH component on the solid surfaces, promot-
ing its enhanced formation [70]. In a molecular simulation study of Wasik
et al. [276], the confinement effect of metal-organic frameworks (MOFs) was
found to affect the CO2 hydrogenation reaction, shifting the thermodynamical
equilibrium towards HCOOH formation. The most significant improvement
in HCOOH production was achieved with Cu-BTC at 298.15 K and 60 bar,
resulting in the mole fraction of HCOOH equal to 0.0016, which is ca. 2000
times higher compared to the gas phase [276]. The final concentration of pro-
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duced HCOOH (0.031 mol L−1 [276]) was ca. 80 times lower than the highest
reported concentration obtained with the use of Wilkinson complex [55], and
ca. 30 times higher than the lowest reported concentration obtained using a
catalyst with N-heterocyclic carbene ligands [63]. By comparing the perform-
ance of MOFs with different pore sizes and metal centers (UiO-66, Cu-BTC,
and IRMOF-1), it was found that the stronger confinement resulting from the
smaller pore sizes does not ensure the enhancement in HCOOH production
from the CO2 hydrogenation reaction. Despite the smallest pore sizes within
the studied MOFs, the resulting mole fraction of HCOOH in the UiO-66 frame-
work was only ca. 200 times higher compared to the gas phase at 298.15 K,
60 bar [276]. The type of metal center in the metal-organic framework was
found to be the dominant factor in HCOOH production [276]. Metal-organic
frameworks offer a promising alternative or supplement to transition metal
catalysts for enhancing the efficiency of CO2 hydrogenation, as a low free en-
ergy barrier for the reaction compared to the gas phase is still needed to reach
the favourable thermodynamic equilibrium in MOFs. This potential arises
from several advantages: MOFs eliminate the need for expensive temperature
elevation, produce a more valuable final product, which reduces the costs of
downstream processing, and achieve a final concentration of HCOOH compar-
able to the reported concentrations of formate obtained with transition metal
catalysts [276].

The M-MOF-74 series allows to explore how the type of metal center im-
pacts the enhancement of HCOOH production while minimizing the impact
of pore size. The M-MOF-74 series (where M = Ni, Cu, Co, Fe, Mn, Mg,
or Zn [113–122]) is one of the most popular families of MOFs, synthesized
by combining M2+ ions with 2,5-dioxido-1,4-benzenedicarboxylate (dobdc4−)
ligands. The presence of negatively charged ligands causes a high density of
metal cations [122], accessible for sorbate molecules through large cylindrical
pores with a diameter of ca. 11 Å [122]. Numerous open-metal sites increase
selectivity [123] and the surface packing density of adsorbates [124]. Addition-
ally, the open-metal sites provide reactive sites for chemical reactions, such
as oxygenation [125] and size-selective Lewis acid catalysis [126]. Extensive
experimental and computational studies revealed the promising performance
of the M-MOF-74 series for the capture and separation of CO2 [122, 256–
260] and H2 [113–118, 121, 270–275]. The solid adsorption using M-MOF-74
is considered an alternative to more expensive and less efficient liquid ab-
sorption [255]. In the study of Queen et al. [122], the adsorption of CO2 in
M-MOF-74 was analyzed experimentally, and computationally using Density
Functional Theory (DFT) calculations. It was found that depending on the
open-metal site, the affinity of CO2 with M-MOF-74 frameworks decreases as
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follows: Mg > Ni > Co > Fe > Mn > Zn > Cu [122]. The adsorption loading
was obtained in the range from ca. 130 mg g−1 of framework for M = Cu
to ca. 310 mg g−1 of framework for M = Mg at 100 kPa, 298 K, with the
corresponding isosteric heat of adsorption from ca. 20 kJ mol−1 to ca. 40 kJ
mol−1 [122]. The increase in isosteric heat of CO2 adsorption correlated to
the stronger CO2 binding energy was found to result from a higher effective
charge of the M2+ ion at the open-metal site where CO2 adsorbs. This implies
that electrostatic interactions are the main factor affecting CO2 adsorption.
In sharp contrast, H2 adsorption was found to be predominantly determined
by polarization interactions at low temperatures [119], resulting in a difference
in affinity with M-MOF-74 compared to CO2: Ni > Co > Mg > Fe > Zn ≈
Mn > Cu [271]. The highest adsorption uptake of H2 is obtained for M = Ni
as ca. 20 mg g−1 of framework at 100 kPa, 77 K [271]. The study of Wasik
et al. [303] on the adsorption of CO2/H2 mixtures in M-MOF-74 showed that
almost no adsorption of H2 occurs (less than 1 mg g−1 of H2 adsorbed) when
CO2 is present in the mixture at 298.15 K. This suggests that H2 may be
the limiting component in the CO2 hydrogenation reaction carried out in the
confinement of M-MOF-74. Considering that both adsorbates CO2 and H2

show different affinities for adsorption in M-MOF-74, an interesting topic for
research is to examine how the type of metal center in M-MOF-74 affects the
adsorption of HCOOH obtained from the CO2 hydrogenation reaction.

Molecular simulations offer an intrinsic approach to explore confinement ef-
fects independently from catalytic effects, clarifying what is caused by confine-
ment, and what is caused by catalysis. To the best of our knowledge, no literat-
ure data exists on force field-based molecular simulations of CO2/H2/HCOOH
systems within the M-MOF-74 framework. In our previous work [303], we
presented a non-polarizable force field for molecular simulations of CO2 and
H2 adsorption in M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn, after ad-
justing the existing force field for CO2, H2, and M-MOF-74 by scaling the
Coulombic interactions of M-MOF-74 atoms to reproduce experimental data
on CO2 adsorption [122], and scaling the Lennard-Jones interaction potentials
between the center of mass of H2 and the open-metal centers to reproduce ex-
perimental data on H2 adsorption [271]. The validation of the force field was
confirmed by the successful reproduction of experimental CO2 and H2 adsorp-
tion isotherms, heats of adsorption, binding geometries, and demonstrating
temperature transferability from 77 K to 87 K, and 298 K. The advantages
of a non-polarizable force field adjusted to reproduce experimental data com-
pared to a polarizable force field are easy transferability from one component
to another, low computational time, and high accuracy [303]. While polar-
izable force fields may have an improved description of interactions between
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guest molecules and open-metal sites [277], the computational cost is high un-
less back-polarization is ignored [279]. A non-polarizable force field for CO2

adsorption in M-MOF-74 was derived from DFT by Mercado et al. [280], but
this approach involved adjusting not only the LJ interaction potentials of the
metal site but also all interaction sites, leading to many fitting parameters
and potentially lower transferability. Pham et al. [119] attempted to repro-
duce experimental data on H2 adsorption in M-MOF-74 [271] by testing vari-
ous models, among which only the polarizable model successfully reproduced
the adsorption isotherms for all studied metal centers. For systems involving
not only CO2 and H2 adsorption but also the hydrogenation reaction of CO2

to HCOOH, the size and complexity of the system can affect computational
time and accuracy. Developing a non-polarizable force field is beneficial for
investigating the dependence of HCOOH production enhancement on the type
of metal center in M-MOF-74. Additionally, non-polarizable force fields offer
the advantage of transferability between different components, whereas polar-
izable force fields require specific development for transferability [119, 279].
In this work, molecular simulations were used to study the adsorption and
production of HCOOH from the CO2 hydrogenation reaction in M-MOF-74,
where M = Ni, Cu, Co, Fe, Mn, Zn. Due to the lack of experimental data
available for the adsorption of formic acid in M-MOF-74, the compatibility of
the non-polarizable force field for CO2 and H2 adsorption in M-MOF-74 [303]
with HCOOH force field [174] was evaluated by studying the binding geomet-
ries of HCOOH, using both a minimization scheme and DFT. Monte Carlo
simulations in the grand-canonical ensemble (GCMC) were performed in the
frameworks to compute single-component adsorption isotherms of HCOOH
and the adsorption isobars of the CO2 hydrogenation components. The effect
of the type of metal center in M-MOF-74 on the CO2 hydrogenation reaction
was studied at less industrially expensive temperatures ranging from 298.15 K
to 800 K and higher pressures from 1 bar to 60 bar, which allow more molecules
to enter the structure.

This chapter is organized as follows: in section 6.2, we provide technical
details of the molecular simulation methods, the force fields for CO2, H2,
HCOOH, and the metal-organic frameworks. In section 6.3, we present and
discuss the results. The HCOOH isotherms and heat of adsorption in M-MOF-
74 are computed using GCMC simulations at 298 K, and 10−6 - 10 kPa. The
binding geometries are simulated using Baker’s minimization scheme [160] and
compared to the results of DFT calculations. The adsorption isobars in M-
MOF-74 frameworks are computed from GCMC simulations at 298.15 - 800
K and 1 - 60 bar, using gas-phase mole fractions of CO2, H2, and HCOOH
at reaction equilibrium, obtained in our previous work [206]. The HCOOH
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production enhancement is calculated for all systems. Depending on the metal
center, the enhancement in HCOOH production decreases in the same order
as its uptake and isosteric heat of adsorption: Ni > Co > Fe > Mn > Zn >

Cu. The strongest guest-host interaction of HCOOH with Ni-MOF-74 causes
the most significant influence on the CO2 hydrogenation thermodynamics,
enhancing HCOOH production by ca. 105 times compared to the gas phase
at 298.15 K, 60 bar. Our findings are summarized in section 6.4.

6.2— Methodology
The adsorption of HCOOH and the CO2 hydrogenation reaction is studied
in M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn using force field-based
molecular simulations. Intermolecular interactions between guest-host and
guest-guest molecules are modeled using Coulombic and Lennard-Jones (LJ)
potentials. The Lorentz–Berthelot mixing rules [129] are used for interactions
between different LJ sites, except interactions between the H2 molecule cen-
ters of mass and open-metal centers, which are scaled and specified by an
override [303]. LJ interactions are cut and shifted to zero at a 12 Å cutoff
radius without tail corrections. Periodic boundary conditions are applied in
all three directions. Electrostatic interactions are computed using the Ewald
summation method [151], with parameters corresponding to a relative pre-
cision of 10−6. The so-called ’P2’ variant of the OPLS/AA force field for
HCOOH [174] is applied to the HCOOH molecule model constructed and op-
timized at the B3LYP/6-31G(d) level of theory in a study of Wasik et al. [206]
The HCOOH force field successfully reproduce the vapor-liquid equilibrium
coexistence curve, saturated vapor pressures, and densities at different tem-
peratures [206]. The non-polarizable CO2, and H2 force field for adsorption
in M-MOF-74 was adjusted in our previous work [303] by introducing two
modifications to the existing parameters for CO2, H2, and M-MOF-74: (1)
Coulombic interactions of M-MOF-74 were scaled to reproduce experimental
data on CO2 adsorption [122] using the CO2 model by Harris and Yung [284]
combined with the LJ interaction parameters modeled by García-Sánchez et
al. [176], (2) LJ interaction potentials between the center of mass of H2 in the
three-site charge-quadrupole model by Darkrim-Levesque model [243], and the
open-metal centers were scaled to reproduce experimental data on H2 adsorp-
tion [271]. The LJ parameters for the framework atoms are derived from the
DREIDING force field [148], except for the metal centers, which use paramet-
ers from the UFF force field [147]. The CO2, H2, HCOOH, and framework
models are rigid, with point charges assigned to all atoms. All framework
structures are charge-neutral. All the studied M-MOF-74 crystal structures
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were obtained from experimental syntheses [113–118]. The simulated systems
consist of 1 × 1 × 4 trigonal unit cells to guarantee a minimum distance that
exceeds twice the cutoff radius between periodic images. The LJ parameters
and partial charges for all components used in this work are listed in Table C.2
of Appendix C, except for HCOOH listed in Table 4.1 of Chapter 4. For the
details on the structures, Lennard-Jones and Coulombic interaction potentials
for the M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) frameworks, the reader is
referred to the study of Wasik et al. [303]

The adsorption isotherms and the heat of HCOOH adsorption in M-MOF-
74 were computed from GCMC simulations [128] at 298 K, 10−6 - 10 kPa,
using RASPA software package [94, 95]. In the grand-canonical ensemble, the
chemical potential, volume, and temperature are fixed. The RASPA software
package [94] provides the uncertainties in the computed number of molecules
adsorbed in a unit cell, by dividing the simulation into five blocks and calculat-
ing the standard deviation. The heat of HCOOH adsorption at finite loadings
was computed using the fluctuation method [304] implemented in the RASPA
software package [94]. To evaluate the resulting adsorption of HCOOH, we
studied the interactions between an adsorbate molecule and the frameworks.
The isosteric heat of adsorption [242] for HCOOH in M-MOF-74 was calculated
for a temperature range of 298.15 - 800 K, and compared with literature data
for the previously studied MOFs (UiO-66, Cu-BTC, IRMOF-1) [276]. The en-
thalpy of adsorption at infinite dilution representing the affinity between the
molecule and the framework, is determined by Eq. 4.7.

To analyze the binding geometries of the adsorption of formic acid at infin-
ite dilution, we performed a series of geometry optimizations of a single mo-
lecule using Baker’s minimization method [160] implemented in RASPA [94,
95]. Baker’s minimization method uses the eigenvalues/vectors of the Hessian
matrix to efficiently and accurately locate true minima on the energy surface,
ensuring the determination of equilibrium geometries with enhanced numer-
ical stability and faster convergence [160]. Because of the asymmetric nature
of formic acid, we performed 100 optimizations starting from different config-
urations and ranked the optimized geometries from high to low energy. The
obtained equilibrium geometries of HCOOH were compared with DFT calcu-
lations. The adsorption of formic acid in M-MOF-74 has been performed using
DFT and plane wave pseudo potential method (PWSCF) implemented in the
Quantum Espresso package [305]. The exchange-correlation corrections has
been applied using the generalized gradient approach (GGA), as formulated
by Perdew, Burke and Ernzerhof (PBE) [306], including DFT-D3(BJ) disper-
sion corrections [307]. The kinetic energy cutoff for wavefunctions has been
set to 60 Ry, while the kinetic energy cutoff for charge density and potential,
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using norm-conserving pseudopotentials, has been set to 480 Ry. The unit
cell of M-MOF-74 includes 54 atoms (see Figure D.1 of Appendix D) and has
been fully relaxed by allowing both the ionic positions and lattice parameters
to change until the convergence threshold for the total energy and forces are
smaller than 1·10−6 a.u. Due to the presence of transition metals (Co, Cu,
Fe, Mn, Ni, and Zn) in M-MOF-74, the smearing method has been selected to
handle the electronic occupations of the Kohn-Sham states, using a degauss
value of 1.4·10−2 Ry. Since M-MOF-74 includes atoms with magnetic proper-
ties, appropriate magnetization values have been considered depending on the
transition metal. To ensure accurate results, a convergence threshold of 1·10−9

a.u. has been selected with a mixing beta of 0.4. The Brillouin zone has been
sampled using a 2 × 2 × 2 Monkhorst-Pack k-points [308]. The calculated
lattice parameters resulting from the geometry optimization show a strong
agreement with the previously reported literature [122, 253] (see Figure D.2
of Appendix D). To study the adsorption of formic acid in the M-MOF-74
family, we have performed a geometry relaxation of a single molecule within
the previously optimized structures. In this calculation, both MOF and formic
acid molecule are relaxed. Finally, the binding energy between formic acid and
the surface of M-MOF-74 has been computed by:

Eb(HCOOH) = Etot(M-MOF-74 + HCOOH) − Etot(M-MOF-74) − Etot(HCOOH) (6.1)

where Etot(M-MOF-74 + HCOOH) indicates the total energy of M-MOF-74 with
HCOOH per unit cell, Etot(M-MOF-74) denotes the total energy of M-MOF-74
per unit cell, and Etot(HCOOH) represents the total energy of isolated formic
acid molecule.

To study the thermodynamic confinement effects of M-MOF-74 on the
CO2 hydrogenation to HCOOH, the adsorption isobars were computed us-
ing GCMC simulations at 298.15 - 800 K and 1 - 60 bar. The gas-phase
mole fractions of CO2, H2, and HCOOH at chemical equilibrium, obtained
using the Monte Carlo Software Brick-CFCMC [143, 152] from Continuous
Fractional Component Monte Carlo simulations [139–141] in the Reaction En-
semble [135, 136, 142] (Rx/CFC) by Wasik et al. [276], served as input data
for the GCMC simulations. The chemical potential is directly derived from
the fugacity, which is calculated using the fugacity coefficients from the Peng-
Robinson Equation of State (PR-EoS) [157] by the RASPA software pack-
age [94, 95]. The agreement between the fugacity coefficients of CO2, H2,
and HCOOH computed using the PR-EoS and the NIST Standard Reference
Database REFPROP[239] at 298.15 - 800 K and 1 - 60 bar was found to be
satisfactory, with average deviations of only 0.45% for CO2 and 0.66% for H2,
as reported in the study of Wasik et al.[276] The initial mole fractions [276]
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used in this study are listed in Table B.4 of Appendix B. The uncertainties
in the computed number of molecules adsorbed in a unit cell provided by the
RASPA software package [94] were used to calculate the uncertainties in the
mole fractions of components Errx, see Eqs. 4.5 and 4.6. To compare the mole
fractions of HCOOH obtained from GCMC simulations in the frameworks to
the gas-phase mole fractions at equivalent chemical potentials [276], the en-
hancement (ENH ) of HCOOH production was calculated by Eq. 4.8. The final
concentration of HCOOH in the adsorbed phase was calculated as:

cHCOOH =
nHCOOH
ξ · V (6.2)

where nHCOOH is the calculated number of moles of HCOOH adsorbed in a
unit cell, ξ is the helium void fraction, and V is the volume of the unit cell.

The GCMC simulations for HCOOH adsorption in M-MOF-74 were con-
ducted with 104 initial Monte Carlo (MC) cycles followed by 106 production
MC cycles. Each MC cycle consists of N trial moves, where N is the total num-
ber of molecules at the beginning of the simulation. The probabilities assigned
to different trial moves in these GCMC simulations were 25% for translations,
25% for rotations, 25% for reinsertions, and 25% for swap trial moves (ex-
changing molecules with the reservoir). For the GCMC simulations of the
CO2 hydrogenation reaction to HCOOH, 104 equilibration MC cycles, and
4·105 production MC cycles were used. The probabilities for these trial moves
were 16.7% translations, 16.7% rotations, 16.7% reinsertions, 16.7% identity
changes (changing the identity of a selected molecule), and 33.2% swap trial
moves. For further details on Monte Carlo trial moves, see Refs. [38, 94, 95].

6.3 — Results and Discussion
To investigate the adsorption of HCOOH in M-MOF-74 (M = Ni, Cu, Co, Fe,
Mn, Zn), we first computed the isotherms and heats of adsorption for all the
studied frameworks at 298 K, and 10−6 - 10 kPa, see Figure 6.1a and b. At
low pressures, a significant variation in HCOOH adsorption characteristics is
observed, indicating that the open-metal sites have a dominant influence on
the adsorption process. The HCOOH molecules start to fill the Ni-MOF-74
structure at the lowest pressure, ca. 10−5 kPa with the corresponding heat of
adsorption ca. 80 kJ mol−1. Cu-MOF-74 starts to fill at the highest pressure,
ca. 4·10−2 kPa with the corresponding heat of adsorption ca. 40 kJ mol−1,
followed by rapid nucleation of adsorbate molecules. The trend in the simu-
lated uptake and heat of HCOOH adsorption depends on the open-metal site
as follows: Ni > Co > Fe > Mn > Zn > Cu. The same trend is found for the
adsorption of CO2 in M-MOF-74, which suggests that HCOOH adsorption is
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also predominantly influenced by the electrostatic interactions dependent on
the effective charge of the M2+ ion at the open-metal site. The two-step mech-
anism of adsorption, wherein the adsorbate molecules first adsorb at the metal
centers, followed by adsorption above a triangle of oxygen atoms within the
framework, is present in the adsorption isotherms of Ni-, Co-, Fe-, and Mn-
MOF-74 frameworks. The primary adsorption sites fill until ca. 1 molecule of
HCOOH per metal center, resulting in a sudden decrease in the heat of ad-
sorption when the secondary sites start filling. While the binding affinities at
the primary adsorption sites differ within the M-MOF-74 series, the isotherms
converge as the metal centers become saturated at higher pressures due to the
isostructural properties of the frameworks. As pressures of 1 kPa, the capa-
cities of the Ni-, Co-, Fe-, Mn-, and Zn-MOF-74 frameworks become highly
comparable, each accommodating ca. 2 molecules of HCOOH per metal cen-
ter. The dependence of HCOOH affinity in M-MOF-74 on a temperature was
investigated in the range from 298.15 K to 800 K and compared with literature
data for different MOFs [276]. In Figure 6.1c, the isosteric heat of adsorption
for HCOOH is shown, which is a measure of the change in enthalpy when
adsorbate molecules are adsorbed from the gas phase (higher energy state)
to the adsorbed phase (lower energy state), causing the release of heat. The
energy state of HCOOH on the adsorbent surface increases with temperature,
leading to weaker interactions between the framework and adsorbate. The
isosteric heat of adsorption corresponds to the values obtained from GCMC
simulations of adsorption at low pressure, where the adsorption loading is very
low. The affinity of HCOOH in MOFs decrease with the isosteric heat of ad-
sorption in the following order: Ni-MOF-74 > Co-MOF-74 > Fe-MOF-74 >

Mn-MOF-74 > Zn-MOF-74 > Cu-BTC > Cu-MOF-74 > UiO-66 > IRMOF-1.
The strongest isosteric heat of adsorption was found for Ni-MOF-74, resulting
in the isosteric heat of adsorption ca. 75 kJ mol−1 at 298.15 K. The obtained
value is 1.6 times higher than the isosteric heat of adsorption in Cu-BTC (ca.
45 mol−1), the best-performing MOF for CO2 hydrogenation reaction from our
previous study [276]. This indicates that Ni-MOF-74 can be expected to be a
more promising candidate for CO2 hydrogenation application, than Cu-BTC
which was found to enhance HCOOH production ca. 2000 times compared to
the gas phase [276].

The distribution of HCOOH molecules was analyzed inside M-MOF-74
using the average density profiles and shown for Ni-, and Cu-MOF-74 in Fig-
ure 6.2. The center of mass of the adsorbed molecules was projected onto the
XY plane of anisotropic frameworks. The average density profiles of HCOOH
in Ni-MOF-74 confirm that the open-metal centers are primary adsorption
sites, where molecules adsorb at low pressures. As the adsorption proceeds at
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Fig. 6.1. Adsorption of HCOOH in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) computed
from GCMC simulations: (a) the adsorption isotherms at 298 K, and 10−6 - 10 kPa, (b)
the corresponding heat of adsorption at 298 K, and 10−6 - 10 kPa, and (c) the isosteric
heat of adsorption at 298.15 - 800 K. The units of adsorption loading [mol mol−1] refer to
the number of HCOOH molecules adsorbed per metal center. The trend in the simulated
uptake and heat of HCOOH adsorption depends on the open-metal site as follows: Ni > Co
> Fe > Mn > Zn > Cu.

higher pressures, the molecules also adsorb above a triangle of oxygen atoms
within the framework. A very high adsorption loading is observed at the
open-metal centers compared to the secondary adsorption sites. The adsorbed
molecules of HCOOH in Cu-MOF-74 are more homogeneously distributed,
due to the lowest affinity for Cu-MOF-74 among the studied structures and
the lack of a two-step mechanism of adsorption. The distribution of HCOOH
molecules inside Co-, Fe-, Mn-, and Zn-MOF-74 is shown in Figure D.3 of
Appendix D.

The guest-guest interaction energies were analyzed and shown in Fig-
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(a) (b)

(c) (d)

Fig. 6.2. The distribution of the HCOOH molecules inside M-MOF-74, analyzed using
density profiles from GCMC simulation: (a) Ni-MOF-74 at 298 K, 10−5 kPa, (b) Ni-MOF-
74 at 298 K, 10 kPa, (c) Cu-MOF-74 at 298 K, 4·10−2 kPa, (d) Cu-MOF-74 at 298 K, 10
kPa. The center of mass of the molecules that are adsorbed was projected onto the XY
plane. The color gradation of the scales relates to the most and least populated regions of
the structure, which is relative in each case. The color scale is shown as a reference for the
molecule loading. The preferential sites of HCOOH molecules (colored red) in Ni-MOF-74
are at the open-metal centers. The adsorption loading of HCOOH in Cu-MOF-74 is more
homogeneously distributed, which is a reflection of the lower affinity for Cu.

ure 6.3a as a function of the pressure. The increase in guest-guest interaction
energies with pressure indicates that the adsorption mechanism at the second-
ary adsorption sites is driven by the nucleation of polar HCOOH molecules
via hydrogen bond interactions. The largest jump in the guest-guest interac-
tion energy is observed for Cu-MOF-74 which reflects the rapid nucleation of
adsorbate molecules shown in adsorption isotherm at the pressure range from
4·10−2 kPa to 10−1 kPa. At the saturation pressure of 10 kPa, the guest-guest
interaction energies for all the studied MOFs are close to the enthalpy of
vaporization for HCOOH, which is reported as ca. 20.1 kJ mol−1 at 298.15
K [186] or 29.6 kJ mol−1 at 303 K [188]. The energy contribution from the
interaction between HCOOH and the adsorbents is shown in Figure 6.3b. The
affinity between the adsorbate and the framework increases with the guest-
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Fig. 6.3. Interaction energies of HCOOH in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)
computed from GCMC simulations at 298 K, and 10−6 - 10 kPa: (a) guest-guest interaction
energies, (b) guest-host interaction energies. The increase in guest-guest interaction energies
with pressure indicates that the adsorption mechanism at the secondary adsorption sites is
driven by the nucleation of HCOOH molecules through hydrogen bond interactions. As the
adsorption loading increases in the frameworks, guest-host interaction energies decrease as
the preferential adsorption sites fill up, and guest-guest interactions become more important.

host interaction energy. As the loading increases with pressure, guest-host
interactions weaken due to the preferential adsorption sites filling up, and
guest-guest interactions becoming more significant. The guest-host interac-
tions at a low-pressure regime correspond to the isosteric heat of adsorption
in infinite dilution.

The binding geometries of the HCOOH adsorption were analyzed using
Baker’s minimization method [160] and ranked from high to low energy to
find the favorable configurations. To provide a clear depiction of the atomic
positions within the frameworks and the HCOOH molecule, a schematic rep-
resentation of Ni-MOF-74 is shown in Figure 6.4 together with the HCOOH
model. The three primary binding geometries of HCOOH found in the sur-
roundings of the metal centers are shown in Figure 6.5. In the three situations,
one of the oxygen atoms of HCOOH and the hydrogen atom of the hydroxyl
(OH) group strongly interact with the metal center and a negatively charged
atom close to it. Configuration I is the most stable, followed by configurations
II and III. In configuration I, the electronegative Ofa2 atom of HCOOH mo-
lecules points to the metal while the Hfa2 aligns to one of the oxygen atoms
in the metal cluster (Oa). Unlike the other two oxygen atoms (Ob and Oc)
of M-MOF-74 that are connected to two metal atoms, the Oa oxygen atom
is connected to a single metal atom and to a carbon atom (Ca). As a res-
ult, it can act as a hydrogen bond acceptor, while the OH group of HCOOH
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(a)

(b) (c)

Fig. 6.4. Schematic representation visualized using iRASPA [38] of: (a) the labels and
positions of different types of atoms in the M-MOF-74 frameworks for the example of Ni-
MOF-74, (b) an atomistic reference structure of MOF-74 framework, and (c) HCOOH model
with the atoms labeled.

is a hydrogen bond donor group. Because of this combined interaction, the
configuration I shows the highest binding energy compared to the other two
configurations. The orientation of the molecule in this configuration is driven
by the electrostatic field lines within the cavities of these MOFs, which go from
the positively charged metal sites to the electronegative Oa atoms [295], see
Figure D.4 of Appendix D. Similarly to configuration I, in configuration II, the
electronegative Ofa2 atom of HCOOH points to the metal, but in this case,
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the OH group points to the Cb carbon atom of the aromatic ligand, which
has a negative charge. In the less favorable configuration (configuration III),
the OH group of HCOOH is nearest to the metal center, while the Ofa2 atom
points to the center of the cage. In this configuration, the OH group is placed
in a parallel configuration concerning the M-Oa bond of the metal cluster.
To provide a better understanding of the HCOOH binding configurations, the
Coulombic potentials for M-MOF-74 were normalized with respect to the par-
tial charge of the metal center, see Table D.1 of Appendix D. The calculated
relative charges exhibit a high degree of similarity among the different atom
types identified across all frameworks. Normalization reveals that in the most
stable configuration I, Hfa2 aligns with the available hydrogen bond acceptor
Oa of the strongest electronegativity (relative charge of -0.40). In the following
configuration II, Hfa2 points to the next in order of electronegativity Cb carbon
atom (-0.15). The analysis suggests that the electronegativity of the ligand
atom significantly affects the binding configuration of HCOOH. Specifically,
together with the open metal sites, atoms with stronger electronegativity are
identified as the primary sites for HCOOH adsorption.

The binding geometries and the M-Ofa2 distances of the most stable config-
uration I of HCOOH in M-MOF-74 obtained from force field-based molecular
simulations were compared with the DFT (PBE-D3(BJ)) results in Figure 6.6.
The distances between Ofa2 atom of HCOOH molecule and the metal center
obtained from both methods differ by no more than 0.1 Å for all the studied
frameworks, except Zn-MOF-74. The slightly higher discrepancy of ca. 0.2 Å
between the distances computed from force field-based molecular simulations
and DFT could result from the highest reactivity of Zn metal center [309],
which is not accounted for in the classical force field. Within the M-MOF-74
family, Zn-MOF-74 was found to exhibit the highest catalytic activity towards
several reactions, e.g. water dissociation [310], CO2 cycloaddition reaction
with epoxides [311, 312], and HCOOH synthesis via CO hydration [313]. The
obtained binding distances in all the frameworks range from approximately
2.15 Å to 2.5 Å. The closest configuration of HCOOH to the metal center
is found in Ni-MOF-74 according to force field-based molecular simulations,
and in Co-MOF-74 based on DFT. The farthest configuration is found in Cu-
MOF-74 according to both methods. The binding energies of the most stable
configuration I of HCOOH in M-MOF-74 obtained from force field-based mo-
lecular simulations and the DFT (PBE-D3(BJ)) calculations are shown in Fig-
ure D.5 of Appendix D. The binding energies vary between the methods but
follow a similar general trend across the different metal centers. Both compu-
tational methods indicate that Cu-MOF-74 has the weakest binding affinity,
while Ni-MOF-74 shows the strongest binding affinity. It is worth mention-
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Fig. 6.5. The primary binding geometries of the HCOOH adsorption in M-MOF-74 (M =
Co, Cu, Fe, Mn, Ni, and Zn) obtained using Baker’s minimization method [160]. In the most
stable configuration I, the Ofa2 atom of HCOOH molecule points to the metal center while
the Hfa2 aligns to the Oa atoms in the metal cluster. In configuration II, the Ofa2 atom of
HCOOH points to the metal and the Hfa2 points to the Cb carbon atom of the aromatic
ligand. In the least favorable configuration (configuration III), the OH group of HCOOH is
placed in a parallel configuration concerning the M-Oa bond of the metal cluster, while the
Ofa2 atom points to the center of the cage.

ing that the binding geometries of HCOOH calculated with the classical force
field were obtained using rigid frameworks, while in the DFT calculations, the
molecule and framework atoms, as well as the system volume were allowed
to relax. Despite these different approaches that could substantially affect
the binding geometries and energies, Figure 6.6 and Figure D.5 of Appendix
D show a reasonable agreement between DFT calculations and classical sim-
ulations. The relative difference between the two methods is 3% (or 1.6%
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Fig. 6.6. Binding geometries of the most stable configuration I of HCOOH in M-MOF-74
(M = Co, Cu, Fe, Mn, Ni, and Zn) obtained from force field-based molecular simulations
compared to the DFT (PBE-D3(BJ)) results. The resulting distances between Ofa2 atom
of HCOOH molecule and the metal center are plotted for all the framework types. The
optimized geometries of HCOOH calculated by DFT (top) are visualized with the geometries
computed from the force field-based simulations (bottom) for comparison. The general trend
of distances is similar across both methods, except Zn-MOF-74 due to its highest reactivity.
The lines connecting the symbols are used to guide the eye.

excluding highly reactive Zn-MOF-74) for binding geometries and 18% for
binding energies. This confirms the validity of the force field to describe the
complex interactions between HCOOH and M-MOF-74, and no adjustments
of the existing force field for HCOOH are needed. In cases where the binding
geometries would show high deviations between the two computational meth-
ods, the adjustment of the force field by scaling the Lennard-Jones interaction
potentials and/or the Coulombic potentials is necessary. The binding distance
between the metal center of the MOF and the atoms of the adsorbate molecule
can be modified by applying a scaling factor to σ (the distance at which the
intermolecular potential between the two particles is zero). To modify the
binding energy of the adsorbate in MOF, ϵ (the depth of the potential well)
and/or partial charges q should be adjusted by applying a scaling factor.

The process of CO2 hydrogenation to HCOOH using M-MOF-74 is prom-
ising as the molecules of HCOOH are found to interact strongly with the
frameworks, especially with Ni-MOF-74, resulting in high adsorption load-
ings. The mole fractions obtained from GCMC simulations for M-MOF-74
frameworks are provided in Tables D.2 – D.7 of Appendix D. Figure D.9 of
Appendix D shows a comparison of HCOOH mole fractions obtained in M-
MOF-74 and the literature data for Cu-BTC, UiO-66, and IRMOF-1 [276] at
298.15 - 800 K and 60 bar. The increase in pressure raises the concentration
of HCOOH molecules, driving more molecules into the M-MOF-74 structure,
filling its pores, and ensuring the system reaches a new equilibrium state with



6.3. RESULTS AND DISCUSSION 129

higher adsorbate loading by Le Chatelier’s principle [44]. The mole fractions of
HCOOH decrease with increasing temperature due to weakening guest-host in-
teractions. The optimal conditions for all the systems, resulting in the highest
mole fraction of HCOOH, are found at 298.15 K and 60 bar. The enhance-
ment in HCOOH production due to the confinement within M-MOF-74 was
calculated and compared with the literature data for Cu-BTC, UiO-66, and
IRMOF-1 [276] at 298.15 - 800 K and 60 bar, see Figure 6.7. The performance
of M-MOF-74 in the production of HCOOH in confinement follows the same
order as the uptake and the heat of HCOOH adsorption: Ni > Co > Fe > Mn
> Zn > Cu. The application of Ni-MOF-74 framework resulted in the highest
enhancement of HCOOH production. The obtained mole fraction of HCOOH
reaches ca. 0.1 at 298.15 K, which is ca. 105 times higher compared to the
gas phase. There is a significant difference in the enhancement of HCOOH
production between Ni-MOF-74 and the second best-performing framework
Co-MOF-74, which application results in xHCOOH = 33,000 times higher than
in the gas phase. The enhancement in HCOOH production using Ni-MOF-74
is ca. 60 times higher than the enhancement achieved with Cu-BTC in our
previous work (mole fraction of HCOOH obtained with Cu-BTC was ca. 2000
times higher compared to the gas phase) [276]. Interestingly, the confinement
effect of Cu-MOF-74 was found to be ca. 7 times weaker than that of Cu-BTC,
resulting in the mole fraction of HCOOH ca. 300 times higher compared to
the gas phase.

To assess what has the largest impact on HCOOH production using MOFs
with the same type of metal centers, radial distribution functions were com-
puted for Cu-MOF-74 and Cu-BTC at 298.15 K, see Figure D.7 of Appendix
D. While ca. 6 molecules are present in Cu-BTC within the preferential dis-
tance to the metal centers of 2.4 Å [276], in Cu-MOF-74 only ca. 1.5 adsorbed
molecules of HCOOH are within the distance of 2.54 Å to the metal cen-
ters. This difference in intensity is due to the higher charge on the metal
center in Cu-BTC compared to Cu-MOF-74. Another reason for the higher
affinity of HCOOH in Cu-BTC than Cu-MOF-74 is the presence of different
types of ligands in the structures. By comparing the intensity of HCOOH ad-
sorption in configuration pointing to the most electronegative ligand atom of
the framework, it was found that the stronger electronegativity of the oxygen
atom in Cu-BTC leads to a higher intensity of HCOOH adsorption oriented
towards this atom (Hfa2-O1) that in Cu-MOF-74 where the oxygen atom is
less electronegative (Hfa2-Oa). The affinity with the framework also affects
the formation of hydrogen bonds between HCOOH molecules. The HCOOH
nucleation and dimerization are slightly more intense in Cu-MOF-74 than in
Cu-BTC due to weaker interactions with the framework.
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Fig. 6.7. Enhancement (ENH, Eq. 4.8) in the production of HCOOH obtained from GCMC
simulations in M-MOF-74 frameworks at 298.15 - 800 K and 60 bar, compared with the
literature data for Cu-BTC, UiO-66, and IRMOF-1 [276]. The enhancement in HCOOH
production decreases with increasing temperature due to the weakening of guest-host in-
teractions. The performance of M-MOF-74 in the production of HCOOH in confinement
follows the same order as the uptake and the heat of HCOOH adsorption: Ni > Co > Fe
> Mn > Zn > Cu. The enhancement in the HCOOH production is the highest in the Ni-
MOF-74 framework at 298.15 K, resulting in the mole fraction of HCOOH being ca. 105
times higher compared to the gas phase.

Radial distribution functions simulated for 50 molecules of HCOOH, cor-
responding to the adsorption loading of ca. 1 molecule of HCOOH per metal
center are compared for Ni-, Co-, Fe-, Mn-, Zn-, and Cu-MOF-74 at 298 K
in Figure 6.8. The presence of three primary binding geometries of HCOOH
found in the surroundings of the metal centers is confirmed. The distance
between the double bonded Ofa2 atom and the metal center (configuration I)
range from 2.22 Å for Ni-MOF-74 to 2.54 Å for Cu-MOF-74. The binding
distances and the corresponding adsorption intensities decrease in M-MOF-74
in the following order: Ni > Co ≈ Fe > Zn > Mn > Cu. In Cu-MOF-74, which
has the weakest affinity with HCOOH, configuration III is found to outper-
form configuration II in terms of stability. Radial distribution functions for
the interactions between HCOOH in the M-MOF-74 series are shown in Fig-
ure D.8 of Appendix D. The intensity of hydrogen bond formation increases
with decreasing affinity of HCOOH with the framework: Cu-MOF-74 ≈ Zn-
MOF-74 > Mn-MOF-74 > Fe-MOF-74 > Co-MOF-74 > Ni-MOF-74. In Zn-,
and Cu-MOF-74, the HCOOH dimerization is found to be prevalent over the
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hydrogen bonds-driven nucleation.
The mole fractions of CO2 and H2 obtained from the GCMC simulations

of the CO2 hydrogenation reaction are shown in Figure D.9 of Appendix D.
The mole fractions of adsorbed CO2 are significantly higher than the mole
fraction of H2 at all the studied conditions, showing similarity to the adsorption
isotherms of CO2/H2 mixtures in M-MOF-74, studied by Wasik et al. [303].
The mole fractions of CO2 decrease with increasing temperature, except for
Ni-, Co-, and Fe-MOF-74 at the temperature range 298.15 - 350 K, where
the mole fraction of CO2 slightly increases. The increase is caused by the
large decrease in HCOOH production, affecting mole fractions of the other
components. The number of adsorbed CO2 molecules decreases throughout
the range of studied temperatures. The mole fractions of H2 increase with
temperature, inversely related to the mole fractions of CO2 and HCOOH.
The highest mole fractions of H2 and the lowest mole fractions of CO2 and
HCOOH are observed for Cu-MOF-74, indicating that HCOOH production is
more influenced by the type of metal center than by the quantity of the limiting
reagent. The affinity of CO2, H2 and HCOOH with M-MOF-74 was compared
in Figure 6.9. For all the studied frameworks, the isosteric heat of adsorption
of HCOOH was significantly higher (from ca. 74 kJ mol−1 in Ni-MOF-74 to ca.
42 kJ mol−1 in Cu-MOF-74) than the other components of CO2 hydrogenation
reaction, followed by CO2 (from 34 kJ mol−1 in Ni-MOF-74 to 23 kJ mol−1

in Cu-MOF-74), and H2 (from 7 kJ mol−1 in Ni-MOF-74 to 6 kJ mol−1 in
Cu-MOF-74). This high difference in affinity leads to the selective adsorption
of favored HCOOH component, causing its enhanced formation in the CO2

hydrogenation reaction. The isosteric heat of adsorption for CO2 decreases in
the same order as the isosteric heat of adsorption for HCOOH depending on
the type of metal center in M-MOF-74: Ni > Co > Fe > Mn > Zn > Cu. The
isosteric heat of adsorption for H2 is similar in all the frameworks with a slight
advantage for Ni-MOF-74.

In Table 6.1, the HCOOH production from CO2 hydrogenation using M-
MOF-74 at 298.15 K and 60 bar was compared with previously studied MOF
Cu-BTC [276], and the most [55] as well as the least effective [63] transition
metal catalysts. The types of catalysts were selected based on the result-
ing concentration of the CO2 hydrogenation product (cHCOOH, Eq. 6.2). The
final concentration of HCOOH obtained from the Ni-MOF-74 confinement
(cHCOOH = 2.20 mol L−1) is only 1.14 times lower than the highest reported
concentration obtained with the use of the Wilkinson complex [55], and 2200
times higher than the lowest reported concentration obtained using a catalyst
with N-heterocyclic carbene ligands [63]. This is a significant improvement
compared to our previous work [276], where the application of the best per-
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Fig. 6.8. Radial distribution functions simulated for 50 molecules of HCOOH at 298 K
in: (a) Ni-MOF-74, (b) Co-MOF-74, (c) Fe-MOF-74, (d) Mn-MOF-74, (e) Zn-MOF-74, and
(f) Cu-MOF-74. The presence of three primary binding geometries of HCOOH found in
the surroundings of the metal centers is confirmed. In Cu-MOF-74, which has the weakest
affinity with HCOOH, configuration III is found to outperform configuration II in terms of
stability. The simulation was performed using the RASPA software package [94, 95].
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Fig. 6.9. Isosteric heat of adsorption of CO2, H2 and HCOOH at 298.15 K in M-MOF-74.
The isosteric heat of adsorption of HCOOH is significantly higher than the other compon-
ents of CO2 hydrogenation reaction in all the studied frameworks, leading to the selective
adsorption of favored HCOOH component. The isosteric heat of adsorption for H2 is similar
in all the frameworks with a slight advantage for Ni-MOF-74. The lines connecting the
symbols are used to guide the eye.

forming MOF Cu-BTC resulted in the concentration of HCOOH ca. 80 times
lower than the Wilkinson complex. Notably, the HCOOH concentration ob-
tained using Cu-BTC is ca. 6 times higher than Cu-MOF-74 despite the same
type of metal center, reflecting the importance of higher partial charge of the
metal cation. Considering the resulting concentration of HCOOH from the
confinement of Ni-MOF-74 close to the highest concentration of the formate
product obtained with the Wilkinson complex, and a more valuable molecular
form of the product, the application of Ni-MOF-74 has the potential to be
an economically more attractive method of CO2 conversion than transition
metal catalysts. The costs of formate downstream processing methods includ-
ing separation, concentration, and acidification of formate solutions can be
avoided [17]. The cost reduction for the conversion and concentration of 10
wt% formate to 85 wt% formic acid is estimated at $380/ton of FA in an eco-
nomic analysis performed by Ramdin et al. [17]. Further studies of Ni-MOF-74
towards its ligands functionalization and the analysis of other Ni-based MOFs
may be promising research subjects in HCOOH production.
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Table 6.1: HCOOH production from CO2 hydrogenation using M-MOF-74 at 298.15 K
and 60 bar, compared to Cu-BTC [276], and the most [55] as well as the least [63] effective
transition metal catalysts. The highest final concentration of HCOOH (cHCOOH, Eq. 6.2)
obtained from the Ni-MOF-74 confinement is only 1.14 times lower than the highest reported
concentration obtained with the use of the Wilkinson complex [55], and 2200 times higher
than the lowest reported concentration obtained using a catalyst with N-heterocyclic carbene
ligands [63].

Catalyst Conditions Product Concentration Reference
/ [mol L−1]

Wilkinson
complex

RhCl(PPh3)3 +
3 PPh3

298.15 K,
pCO2

= 40
bar, pH2

=

20 bar, 20h

HCOOH 2.50 [55]

none Ni-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 2.20 this
work

none Co-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 0.59 this
work

none Fe-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 0.46 this
work

none Mn-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 0.12 this
work

none Zn-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 0.032 this
work

none Cu-BTC
confinement,
298.15 K, 60

bar

HCOOH 0.031 [276]
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none Cu-MOF-74
confinement,
298.15 K, 60

bar

HCOOH 0.005 this
work

(η6-
arene)Ru(bis-
NHC) complex

no. 1

353.15 K, 40
bar, 1h

formate 0.001 [63]

6.4— Conclusions
We carried out Monte Carlo and DFT simulations to study the performance
of M-MOF-74, where M = Ni, Cu, Co, Fe, Mn, Zn, for the adsorption and
production process of formic acid. The non-polarizable CO2, and H2 force
field for adsorption in M-MOF-74 [303] was evaluated for compatibility with
a variant of the OPLS/AA force field for HCOOH [174]. The loading and
heat of HCOOH adsorption were found to depend on the metal center as
follows: Ni > Co > Fe > Mn > Zn > Cu, which suggests that HCOOH adsorp-
tion is predominantly influenced by the electrostatic interactions dependent
on the effective charge of the M2+ ion at the open-metal site. The two-step
mechanism of adsorption, wherein HCOOH molecules preferably adsorb at the
metal centers, followed by adsorption above a triangle of oxygen atoms within
the framework, was present in the adsorption isotherms of Ni-, Co-, Fe-, and
Mn-MOF-74 frameworks. The three primary binding geometries of HCOOH
adsorption in M-MOF-4 were found in the surroundings of the metal centers us-
ing Baker’s minimization method. The binding geometries and energies of the
most stable configuration computed from force field-based simulations agree
with DFT calculations. The effect of the type of metal centers on the yield of
HCOOH from the CO2 hydrogenation reaction carried out in confinement was
analyzed in M-MOF-74, and compared with the literature data for Cu-BTC
and transition metal catalysts. The adsorption isobars of the studied systems
were computed with Monte Carlo simulations in the grand-canonical ensemble,
and the enhancement in HCOOH production was calculated. The performance
of M-MOF-74 in the production of HCOOH in confinement was shown to fol-
low the same order as the uptake and the heat of HCOOH adsorption. The
application of the Ni-MOF-74 framework results in the highest enhancement
in HCOOH production. The obtained mole fraction of HCOOH equals ca. 0.1
at 298.15 K, 60 bar, which is ca. 105 times higher compared to the gas phase.
The final concentration of HCOOH resulting from the Ni-MOF-74 confinement
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(cHCOOH = 2.20 mol L−1) is only 1.14 times lower than the highest reported
concentration obtained with the use of the Wilkinson complex, and 2200 times
higher than the lowest reported concentration obtained using a catalyst with
N-heterocyclic carbene ligands. This is a major improvement compared to our
previous work, where the application of the best performing MOF Cu-BTC
resulted in ca. 2000 times higher HCOOH mole fraction compared to the gas
phase, and the final concentration of HCOOH ca. 80 times lower than obtained
with the Wilkinson complex. The metal-organic framework Ni-MOF-74 has
comparable performance to the most effective transition metal catalyst and an
additional advantage of a more valuable molecular form of the product. An
economic and carbon emission analysis should be carried out to fully invest-
igate the potential of Ni-MOF-74 as a useful alternative to transition metal
catalysts. An interesting topic for future research is the study of ligands func-
tionalization and the review of other Ni-based MOFs that may be promising
in the HCOOH production from the CO2 hydrogenation reaction.
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Multiscale Modelling of Dimerization
Thermodynamics of Formic Acid
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Heat pumps, which recycle waste heat, are a promising technology for
reducing CO2 emissions. Efficiently using low-grade waste heat remains chal-
lenging due to the limitations of standard heat exchangers and the need for
more effective working fluids. This work introduces a multi-scale methodology
that combines force field-based Monte Carlo simulations, quantum mechanics,
and equations of state to explore the potential of formic acid as a new reactive
fluid in thermodynamic cycles. Formic acid exhibits dimerization behavior,
forming cyclic dimers in the gas phase, which can enhance the thermodynamic
efficiency of heat recovery systems. The dimerization reaction of formic acid
is crucial because it integrates chemical energy into thermodynamic processes,
potentially improving the performance of heat pumps and other energy sys-
tems. The study implements umbrella sampling in Monte Carlo simulations
to compute the thermodynamic properties of HCOOH dimerization, includ-
ing equilibrium constants, enthalpy, and entropy. Results from two different
methods to study dimer formation, namely the dimer counter method and the
potential of mean force method, show strong agreement with the enthalpy of
dimerization of -60.46 kJ mol−1 and -62.91 kJ mol−1, and entropy of -137.36
J mol−1K−1 and -146.98 J mol−1K−1, respectively. A very good agreement
of the Monte Carlo results with Quantum Mechanics and experimental data
validates the accuracy of the simulations. For phase equilibrium properties,
the Peng-Robinson equation of state, coupled with advanced mixing rules,
was applied and compared to Monte Carlo simulations in the Gibbs ensemble.
This approach enabled the determination of the Global Phase Equilibrium of
the system, vaporization enthalpy, phase composition, vapor and liquid dens-
ities of the coexisting phases, and entropy as a function of temperature. The
agreement between the thermodynamic model and Monte Carlo simulations
confirms the reliability of the methodology in capturing the phase behavior of
the system. The findings demonstrate a promising approach for discovering
and characterizing new reactive fluids, contributing to more efficient and sus-
tainable energy technologies.

This chapter is based on the following publication:
Wasik, D. O., Lasala, S., Herbinet, O., Vlugt, T. J. H., Calero, S. Multiscale Modelling of
Dimerization Thermodynamics of Formic Acid (submitted 2024).
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7.1— Introduction
The reduction of greenhouse gas emissions has become urgent as the European
Climate Law requires the European Union economy and society to achieve cli-
mate neutrality by 2050 [20]. The global energy-related CO2 emissions were
estimated at 37.4 billion tonnes (Gt) in 2023 [22], which indicates a need for
further advancements in sustainable energy technologies. The total energy-
related emissions would have increased three times more than the actual in-
crease of ca. 900 Mt between 2019 and 2023, if not for the application of five
key clean energy technologies: heat pumps, solar photovoltaics, electric cars,
wind power, and nuclear power [22]. Heat pump technology which operates
on a thermodynamic cycle that absorbs heat from a source, upgrades, and
transfers it to a sink using compression work, has the potential for waste heat
recovery towards the decarbonization of EU industry [314–317]. The most
promising sectors for heat pump application are non-metallic minerals, non-
ferrous metals, paper, and food, while chemical industry show much lower
potential due to the predominant need for high-temperature heat, where heat
pumps are less efficient [315]. To reduce carbon emissions and utilization of
non-renewable energy sources, heat pumps are being explored as an alternat-
ive to heating technologies based on fossil fuels. Heat pumps supplied only
ca. 7% of the global building heating demand in 2021 [318]. According to the
International Energy Agency (IEA), to achieve net zero emissions by 2050,
the number of installed heat pumps must increase from the current 180 mil-
lion to 600 million by 2030 [318]. Several countries, including Canada and
the United States, encourage residents to adopt heat pump technologies for
their space and water heating needs through, i.a. subsidies [318]. The analysis
of Kosmadakis et al. [315] showed that the total potential of industrial heat
pumps in the EU is 28.37 TWh/year which corresponds to 1.5% of the total
heat consumption. The waste heat required to be recovered and upgraded
by the heat pump to cover this consumption is approximately 21 TWh/year,
representing 7% of the total waste heat potential in EU industries. Despite
being a significant energy resource, waste heat is currently insufficiently util-
ized. Forman et al. [319] reported that around 72% of the world’s primary
energy supply is lost through exhaust/effluents (52%) and other losses (20%).
The electricity generation sector accounts for the largest portion of this heat
loss at 39%, with 88% of it being extremely low-grade heat (below 373 K).

Although harnessing waste heat is appealing, the low-temperature differ-
ence between the heat source and the working fluid hinders effective heat
transfer in standard heat exchangers, affecting the efficiency [320]. While
many heat transfer enhancement solutions exist, these are generally designed
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for medium-to-high temperature ranges (>500 K) [321], with limited options
for low-temperature applications [322]. Heat recovery techniques are broadly
classified into two categories: active methods, which involve mechanical or elec-
trical systems requiring external energy inputs, and passive methods, which
utilize natural processes or simple design features without external energy in-
puts. Passive techniques are considered more competitive than active methods
for recovering very low-grade heat (below 373 K) cost-effectively. Therefore,
there is significant motivation to re-evaluate a potentially cost-effective yet
under-explored passive method: heat transfer intensification through gas dis-
sociation [320]. Currently, reactive working fluids that undergo endothermic
dissociation reactions when heated or compressed and exothermic recombin-
ation when cooled, instantly progressing towards chemical equilibrium, are
investigated as an alternative to inert working fluids in thermodynamic cycles,
due to their higher energy-efficiency potential [314, 323–325]. As the tem-
perature and pressure change during various unit operations, e.g. turbines,
heat exchangers, pumps, and compressors, the fluid can undergo spontaneous,
rapid, and reversible chemical reactions. These reactions incorporate chemical
energy into the thermodynamic processes, significantly influencing the effi-
ciency of the thermodynamic cycle and the design of components such as tur-
bines [326]. Several studies have shown that the thermodynamic efficiency of
supercritical (Brayton) and subcritical (Rankine) cycles using reactive working
fluids, particularly N2O4, is higher than that of cycles using specific inert fluids
such as water, ammonia, helium, or CO2 [326–329]. The main disadvantages
of Brayton cycles with ideal gas working fluids are the substantial compression
work relative to the net output, and the highly sensitive performance to the
efficiency of the turbomachinery and pressure losses [330]. In studies that con-
sider fictive reactive fluids to examine how reaction stoichiometry, enthalpy,
and entropy affect the performance of Brayton power cycles and heat pumps
compared to pure fluids, it was shown that reactive working fluids can improve
power plant efficiency by up to 30% [323] and more than double the coefficient
of performance of heat pumps based on a gaseous inversed Brayton cycle [314].
The general reaction for fictive reactive fluids is:

An ⇌
( n

m

)
Am (7.1)

where n, and m specify the number of atoms of the two molecules.
Recent theoretical studies are focusing on the use and characterization of

reactive fluids, including N2O4/NO2, Al2Cl6/AlCl3, and Al2Br6/AlBr3 [326],
to enhance the performance of unit operations and thermodynamic cycles.
Among these, N2O4 is the most thoroughly studied, with its thermodynamic
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properties being determined through equations of state [324, 331–335], direct
numerical simulation [320], Monte Carlo simulations [324, 336], and Quantum
Mechanics [324]. In the study of Zhang et al. [320] it was shown that the
N2O4/NO2 chemical reaction can enhance the heat transfer coefficient by up to
600% compared to non-reactive fluids. Despite this potential, the broader ad-
option of reactive working fluids in thermodynamic cycles is limited by the lack
of similarly reversible fast chemical reactions, aside from N2O4. Addressing
this challenge, the European Research Council funded project REACHER [337,
338] that aims to discover new working fluids, characterize their thermody-
namic and kinetic properties, optimize thermodynamic cycle architectures,
and validate performance calculations through experimental micro-power plant
testing.

Formic acid (HCOOH) reacting system has the potential as a new reactive
fluid in thermodynamic cycles due to its strong dimerization behavior [339].
Formic acid is the simplest carboxylic acid, serving as a prototypical molecule
and one of the most stable neutral complexes, with a dimerization energy of
ca. 63 kJ mol−1 [340]. Formic acid is a significant product in the chem-
ical industry, with a production capacity reaching 800,000 tons annually as of
2017 [18, 32]. The global market value of HCOOH is projected to grow from 1.8
billion dollars in 2023 to 2.8 billion dollars by 2033 [33]. Producing HCOOH
offers an economically viable method for reducing CO2 emissions through dir-
ect capture at the production source and subsequent conversion [4]. In 2021,
HCOOH was utilized in various industries, including animal feed and grass sil-
age (27%), leather tanning (22%), pharmaceuticals and food chemicals (14%),
textiles (9%), natural rubber (7%), drilling fluids (4%), and other applications
(17%) [8, 31]. The predominant method for HCOOH production involves
methanol carbonylation, resulting in a formate ester that is subsequently hy-
drolyzed to HCOOH [8, 34–36]. Alternative methods for HCOOH production
include the electrochemical reduction of carbon dioxide in aqueous electrolyte
solutions [12–15, 17, 46, 206] and the hydrogenation of CO2 [18, 19, 276, 341].

The formation of cyclic HCOOH dimers that occurs in the gas phase is
significant to the human metabolism [342] and applications, e.g. the oxida-
tion of unsaturated hydrocarbons [343] and atmospheric chemistry [344]. The
graphical representation of the formic acid dimerization equilibrium is shown
in Figure 7.1. The dimerization of formic acid (HCOOH) has been extens-
ively studied both theoretically and experimentally [167, 169, 339, 340, 345–
348]. In this chapter, we focus on the thermodynamic properties essential for
the design of heat pumps using reactive fluids like HCOOH, including vapor
pressure, vaporization enthalpy, phase composition, and the densities of coex-
isting vapor and liquid phases. These properties, influenced by dimerization
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Fig. 7.1. Graphical representation of the formic acid dimerization equilibrium, given by a
reaction: 2HCOOH ⇌ (HCOOH)2

behavior, directly affect the heat transfer and energy storage capabilities of
HCOOH, enhancing its potential as a working fluid in various industrial and
engineering processes [339]. While HCOOH remains stable at room temperat-
ure, it exhibits thermal instability and decomposes when subjected to heat [28].
Despite extensive studies, there are still gaps in experimental data, particu-
larly at varying temperature and pressure conditions, which makes the predic-
tion of entropy and phase behavior challenging. Given the complex nature of
HCOOH and the limited availability of experimental data, molecular simula-
tions provide an alternative for determining these thermodynamic properties.
Slavchov et al. [339] proposed a model to describe the temperature depend-
ence of vapor pressure and heat of vaporization of associated liquids containing
dimers and linear associates in the gas phase. The analytic generalization of
the Clausius-Clapeyron equation resulted in an enthalpy of dimerization of
-58.5 kJ mol−1 for formic acid. In a Monte Carlo simulation study by Turner
et al. [345], the enthalpy of dimerization for formic acid in a carbon dioxide
solvent was predicted to be -50.3 kJ mol−1 in the gas phase. In a study by
Chao and Zwolinski [28], several experimental values of the HCOOH dimeriz-
ation enthalpy were reviewed. The average enthalpy of dimerization obtained
from P -V -T methods is ca. -59 kJ mol−1, while the average obtained from
spectroscopic methods is ca. -57 kJ mol−1. The chemicophysical properties
of formic acid are influenced by its ability to form various types of hydrogen
bonds (H-bonds) [167]. A formic acid molecule can act as a hydrogen acceptor
via its two oxygen atoms and as a hydrogen donor through its hydroxy and
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formyl hydrogen atoms [167]. Consequently, four types of H-bonds are the-
oretically possible: O-H· · ·Oc, O-H· · ·Oh, C-H· · ·Oc, and C-H· · ·Oh, where
Oc and Oh represent the carbonyl- and hydroxy oxygen atoms, respectively.
This variety leads to different structural forms despite the molecular simpli-
city [167]. A recent ab-initio study by Brinkmann [348] describes formic acid
dimerization as a stepwise process. The study found that the acyclic dimer,
which is thermodynamically less stable, converts to the global minimum, a
cyclic structure with two O-H· · ·O=C hydrogen bonds. This cyclic dimer has
a direct dissociation energy of 67.4 kJ mol−1 and is 26.4 kJ mol−1 more stable
than the acyclic dimer [348]. Farfan et al. [346] used DFT to determine the
equilibrium geometries of various formic acid dimer combinations (cis + cis,
cis + trans, and trans + trans). These authors identified 21 distinct minima
within a 69.0 kJ mol−1 energy window on the potential energy surface for
formic acid dimers.

In the gas phase, the dimer is more stable by ca. 58.6 kJ mol−1 com-
pared to the monomer [349]. The population of the cyclic H-bonded dimer
configuration, dominant in the gas phase, is estimated to be around 23% [168,
169], with approximately 95% of the vapor existing in the dimerized form at
room temperature and normal pressure leading to non-ideal gas behavior [8].
Unlike most carboxylic acids, which retain dimeric structures in their crystal-
line form, formic acid exhibits an infinite “polymeric” crystal structure [350,
351] - H-bonded chains with alternating O-H· · ·O and C-H· · ·O bonds [167,
352, 353]. Additionally, at high pressure, crystalline formic acid can adopt a
cis molecular structure, differing from the trans structure found under nor-
mal conditions (where “trans” and “cis” refer to the positions of the hydrogen
atoms) [167, 354]. The liquid structure of formic acid is complex and consists of
a hydrogen-bonded network with various chain-like structures, differing from
both the gas and crystalline forms [163, 167, 355–357]. Small clusters with
O-H· · ·O bonds are held together by weaker C-H· · ·O bonds, forming large
branched structures, as suggested by recent first-principles and classical mo-
lecular dynamics simulations [167, 168]. In addition to polymeric chains and
cyclic dimers, an acyclic “open” dimer or a mixture of these species have been
proposed as the main components of liquid formic acid [347]. The structure and
dynamics of liquid formic acid related to H-bonding have been investigated us-
ing reverse Monte Carlo simulations by Jedlovszky et al. [355] Jedlovszky, Turi
et al. performed Monte Carlo [163, 358] and molecular dynamics (MD) [194]
simulations using a potential model based on the ab-initio potential energy
surface of formic acid dimers [358]. Hermida Ramón and Ríos [342] developed
a polarizable force field for trans-formic acid for MD simulations in the liquid
phase.
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In this chapter, a multi-scale methodology, including force field-based
Monte Carlo simulations, Quantum Mechanics, and equations of state is pro-
posed to model the thermodynamic properties of a formic acid reacting system
to explore its potential as a new reactive fluid in thermodynamic cycles. This
chapter is organized as follows: in section 7.2, we provide technical details of
the computational and mathematical methods. The methodologies for con-
ducting two types of umbrella sampling Monte Carlo (MC) simulations—the
dimer counter method and the potential of mean force method—are described,
along with the thermodynamic modelling of the formic acid reactive mixture.
In section 7.3, we present and discuss the results. The thermodynamic prop-
erties are computed from Monte Carlo simulations and compared to Quantum
Mechanics calculations. The dimer counter and PMF methods showed strong
agreement, resulting in the enthalpies of HCOOH dimerization of ca. -60.46
kJ mol−1 and ca. -62.91 kJ mol−1, respectively. The QM-calculated enthalpy
of dimerization is -60.48 kJ mol−1, deviating by 0.02% from the dimer counter
method and 4% from the PMF method. The QM and umbrella sampling
MC simulations demonstrate high accuracy in reproducing the experimental
thermodynamic properties of HCOOH dimerization. The Global Phase Equi-
librium of the system, vaporization enthalpy, phase composition, vapor and
liquid densities of the coexisting phases, and entropy as a function of tem-
perature were obtained from the thermodynamic model and compared with
Monte Carlo simulations in the Gibbs ensemble. The MC simulations agree
well with the model, confirming the accuracy of the simulations in capturing
the phase behavior of the system. Our findings are summarized in section 7.4.

7.2 —Methodology

7.2.1 –Monte Carlo Simulations
The dimerization of formic acid in thermodynamic equilibrium is simulated

using the Monte Carlo (MC) Software Brick-CFCMC [143, 152], an open-
source molecular simulation code for the calculation of phase and reaction
equilibria using state-of-the-art force field-based MC simulations in different
ensembles, such as the NVT, NPT, grand-canonical, reaction, and the Gibbs
ensemble [152]. To sample the dimerization reaction, it is crucial to explore all
possible distances between the two molecules of formic acid in the Monte Carlo
simulation in the canonical ensemble. Due to the strong interaction between
the two monomers through hydrogen bonds, once a dimer forms, it tends to
persist in each simulation cycle without dissociating. This phenomenon leads
to a simulation dominated by dimers, resulting in an insufficient sampling
of monomers at various distances, which hinders the accurate sampling of
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thermodynamic averages, such as the equilibrium constant and enthalpy of
dimerization. To address this issue, we implement umbrella sampling to Brick-
CFCMC, a technique that biases the sampling process to include a range of
distances between the two molecules. By applying this method, we can obtain a
more comprehensive representation of the system, enabling precise calculation
of equilibrium properties.

In a Monte Carlo simulation in the canonical ensemble, ensemble averages
are computed by sampling configurations with a probability proportional to
the Boltzmann factor (e−βU(rN )) as follows [359]:

⟨A⟩ =

∫
drNA(rN ) exp

[
−βU(rN )

]
∫

drN exp
[
−βU(rN )

] (7.2)

where β = 1
kBT , and U(rN ) is the potential energy of a configuration. The

conventional Metropolis acceptance rule for a trial move is given by [128, 359]:

acc(old → new) = min (1, exp [−β · (Unew − Uold)]) (7.3)

where Uold is the potential energy of the current configuration, and Unew is the
potential energy of the new configuration. In the umbrella sampling method, a
simulation is performed in an ensemble π, in which a weight function W (d(rN ))

is added to the partition function, and the configurations are sampled with a
probability proportional to [359]:

π(rN , d) = exp
[
−βU(rN ) +W (d(rN ))

]
(7.4)

where W (d(rN ) is a weight function (or biasing function) of the configuration
that depends on the distance between the centers of two molecules d. The new
acceptance rule for translation trial moves is given by:

acc(old → new) = min (1, exp [Wnew(dnew)−Wold(dold)− β · (Unew − Uold)])

(7.5)
where dold and dnew are the old and new distances between dimers, respectively.
The ensemble average ⟨A⟩ in the canonical ensemble can be computed by [360]:

⟨A⟩ = ⟨A exp[−W ]⟩π
⟨exp[−W ]⟩π

(7.6)

where ⟨. . . ⟩π is an ensemble average in the ensemble π (Eq. 7.4). This assumes
that a single coordinate (distance) is sufficient to describe dimerization.

To sample all possible distances between the two molecules, a histogram of
W (d) must be obtained. This ensures that all distances are accommodated in
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simulation bins. Initially, W (d) is set to zero. During a short simulation, the
following iterative rule is applied:

W (d) → W (d)− 1

2
ln(Hist(d)) (7.7)

where Hist(d) is the histogram count of observations for a given distance d

between the centers of two molecules. The procedure involves a series of short
simulations, where the updated W (d) from each simulation is used as the
input for the next. The process continues until the resulting histogram of
W (d) becomes sufficiently flat, ensuring that all distances in the simulation
box are adequately sampled. The final function W (d) is then used in a longer
simulation of the dimerization reaction. From this simulation, the equilibrium
constants of dimerization can be obtained using two routes: the dimer counter
method and the potential of mean force (PMF) method.

The dimer counter method uses geometric criteria from a study by Turner
et al. [345] to identify whether the configuration consists of one dimer or two
monomers of formic acid:

0.20nm ≤ dOfa2···Ofa1 ≤ 0.34nm (7.8)

0.14nm ≤ dOfa2···Hfa2 ≤ 0.24nm (7.9)

The schematic representation of the geometric criteria for HCOOH dimer
with the atoms labeled is visualized in Figure 7.2. The number of monomers
(Nmonomer) and dimers (Ndimer) are computed using the probabilities of ob-
serving two monomers (p) or one dimer (1− p):

Nmonomer = 2p (7.10)

Ndimer = 1− p (7.11)

The equilibrium constant K is defined as:

K =

Pdimer
P0(

Pmonomer
P0

)2 =

Ndimer·RT
P0·V(

Nmonomer·RT
P0·V

)2 =
Ndimer

N2
monomer

· P0 · V
RT

(7.12)

where P0 is the reference pressure (1 bar), V is the volume of the simulation
box, R is the universal gas constant, and T is the temperature in the studied
range from 250 K to 300 K. Substituting Nmonomer and Ndimer from Eqs. 7.10
and 7.11 into Eq. 7.12, the equilibrium constant is given as:

K =
(1− p)

(2p)2
· P0 · V

RT
(7.13)
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Fig. 7.2. Graphical representation of the geometric criteria for the HCOOH dimer [345]
with the atoms labeled.

The enthalpy of dimerization is determined using the Van’t Hoff equation [286]:

d lnK

d
(
1
T

) = −∆dH

R
(7.14)

The second approach for computing the equilibrium constants of HCOOH
dimerization involves the potential of mean force (PMF). Umbrella sampling
is used for computing the PMF, which allows to understand the energy
changes involved in the association/dissociation processes of noncovalent lig-
and–receptor pairs [361]. This method is particularly useful because it can
be applied to a wide range of systems, from small molecular systems [362,
363] to complex biological systems [361, 364, 365]. By computing the free
energy along the dissociation pathway, the PMF provides thermodynamic de-
tails for molecular recognition. The PMF is obtained from umbrella sampling
simulations using:

PMF = − ln

(
Hist(d) · exp(−W (d))

Norm2 · Vbin

)
(7.15)

where Hist(d) is the histogram count of observations for a given distance bin
d, W (d) is the weight function for the distance bin d, Norm2 is a normalization
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factor for Hist(d), and Vbin is the volume of the bin in the distance histogram,
accounting for the spacing between discrete bins.

The change in Helmholtz free energy ∆F is calculated by integrating the
PMF over the distance d, from an initial distance d0 of ca. 2.6 Å to ca. 4.6 Å
using:

∆F = RT ·
∫ d

d0

PMF(d′)dd′ (7.16)

Substituting the enthalpy and Helmholtz free energy change from Eqs. 7.17
and 7.18 into Eq. 7.19, the change in Gibbs free energy ∆G was determined:

∆H = ∆U +∆PV (7.17)

∆F = ∆U − T∆S (7.18)

∆G = ∆H − T∆S = ∆U +∆PV − T∆S = ∆F +∆PV = ∆F +RT∆n (7.19)

where ∆n = 1 (representing the dissociation of a dimer). The equilibrium
constant K is obtained from Eq. 7.20, and is used to calculate the enthalpy of
dimerization from the Van’t Hoff equation (Eq. 7.14).

K = exp

[
−∆G

RT

]
(7.20)

The molar entropy for HCOOH dimerization was calculated at 298.15 K for
both the dimer counter method and the PMF method by:

∆dS =
∆dH −∆G

298.15[K]
(7.21)

The composition of the vapor and liquid phases at saturation conditions is
computed using the Gibbs Ensemble method at constant total volume, com-
bined with the CFC method [143]. This ensemble consists of two simula-
tion boxes that can exchange molecules. In the Gibbs ensemble, thermody-
namic equilibrium of dimerization is achieved without the need for umbrella
sampling, as both the formation of dimers and their subsequent dissociation
into monomers are observed due to molecule exchanges between simulation
boxes. Initially, each simulation box contains 200 molecules, and both boxes
are identical in terms of the number of molecules and volume. Phase equilib-
rium densities are simulated for a temperature range of 335 K to 560 K. The
mole fractions of monomers in each phase are computed using the implemen-
ted monomer counter based on the inverse dimer geometric criterion (where
pairs of molecules that do not meet the dimer criterion defined in Eqs. 7.8
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and 7.9, are considered monomers). For the temperature range from 335 K
to 460 K, additional NPT simulations of the gas phase were performed us-
ing densities obtained from Gibbs Ensemble simulations. This approach was
used to determine the mole fractions of HCOOH monomers in the gas phase
with higher accuracy. Saturated vapor pressures are estimated by assuming an
ideal gas phase [182], using Eq. 3.10. The P -{x,y} and T -{x,y} diagrams are
obtained and compared with results from the Equation of State. The enthalpy
of vaporization can be calculated using the following equation for a non-ideal
gas [366]:

∆vapH = (Uvap ·R+ PsatVm)−
(
Uliq ·R+ PsatVm

)
(7.22)

where Uvap and Uliq represent the potential energies of the vapor and liquid
phases, respectively, R is the gas constant, Psat is the saturation pressure, and
Vm is the molar volume. The entropy of the liquid and vapor phases was
calculated from [367]:

si =
Ui − µNi + kBT lnPsat

T
(7.23)

where Ui is the potential energy of the vapor or liquid phase, µi is the chemical
potential of the vapor or liquid phase, Ni is the number of molecules in the
vapor or liquid phase, kB is the Boltzmann constant, T is the temperature,
and Psat is the pressure at saturation.

The dimerization of HCOOH is studied using the ’P2’ variant of the
OPLS/AA force field for HCOOH [174]. This force field is applied to
the HCOOH molecule model, which was constructed and optimized at the
B3LYP/6-31G(d) level of theory in a study of Wasik et al. [206], see Chapter
3 of this thesis. The HCOOH model is rigid, with point charges assigned to all
atoms. The LJ parameters and partial charges for HCOOH used in this work
are listed in Table 4.1 of Chapter 4. The geometry of the HCOOH molecule is
presented in Table A.1 of Appendix A. The HCOOH force field has been val-
idated by successful reproduction of the vapor-liquid equilibrium coexistence
curve, saturated vapor pressures, and densities at various temperatures [206].
Additionally, the force field was used in our previous studies on the adsorption
of HCOOH in M-MOF-74 [341], as well as the CO2 hydrogenation reaction to
HCOOH in UiO-66, Cu-BTC, IRMOF-1 [276], and M-MOF-74 [341], where it
was applied together with the non-polarizable CO2 and H2 force fields [303].
The presence of dimers was confirmed in the gas phase of pure HCOOH and
HCOOH/H2O/NaCl simulations using the HCOOH force field, leading to
non-ideal gas behavior and an inaccurate description of the HCOOH/H2O
azeotrope [206].
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In all MC simulations, intermolecular interactions are modeled using Cou-
lombic and Lennard-Jones (LJ) potentials. The Lorentz–Berthelot mixing
rules [129] are applied for interactions between different LJ sites. The cutoff
radius for intermolecular interactions is set to 10 Å, with interactions trun-
cated and analytic tail corrections applied. Periodic boundary conditions are
applied in all three directions. Electrostatic interactions are computed using
the Ewald summation method [151], with the number of k -vectors in each dir-
ection (Kmax) set to 8, and the damping parameter (α) set to 0.32 Å-1. The
Ewald summation parameters correspond to a relative precision of 10-6.

The weight functions W (d) for HCOOH dimerization equilibrium are ob-
tained from a series of ten short consecutive umbrella sampling simulations
for each temperature within the range of 250 K to 300 K. These simulations
involve 2 molecules of HCOOH in a simulation box with a length of 80 Å.
Each simulation comprises 2 · 102 initialization MC cycles, 2 · 105 equilibration
MC cycles, and 106 production MC cycles. A single MC cycle consists of N
MC trial moves, where N is the total number of molecules at the start of the
simulation. The final weight functions are used as input for extended umbrella
sampling simulations of 2 molecules of HCOOH in a simulation box of the same
size and at the corresponding temperatures to compute equilibrium constants.
These simulations involve 2 ·103 initialization MC cycles, 106 equilibration MC
cycles, and 108 production MC cycles. The probabilities for selecting trial
moves were 50% for translations and 50% for rotations. The Gibbs Ensemble
simulations are performed with 2 ·103 initialization MC cycles, 2 ·105 equilibra-
tion MC cycles, and 106 production MC cycles. The probabilities for selecting
trial moves in these simulations were 28.57% for translations, 28.57% for ro-
tations, 14.29% for λ changes, and 28.57% for CFC hybrid trial moves, which
combine swap and identity changes [143]. To calculate the standard deviations
of the computed values, all sets of simulations were conducted five times, start-
ing from independent configurations and using different random number seeds.
Random initial configurations were generated using the algorithms provided
in Brick-CFCMC [143, 152].

7.2.2 –Thermodynamic Modelling of Formic Acid Formation
One of the successful tentative approaches used in the modelling of the ther-

modynamic properties of carboxylic acids is based on the representation of
these systems as reactive mixtures [368, 369]. It is possible to model the break-
ing (dissociation) and formation (association) of hydrogen bonds between, re-
spectively, dimers and monomers, as a chemical reaction effect (see Fig. 7.1).

The theoretical model which has been applied in this work to characterize
the formic acid system is similar to the one that has recently been used to
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represent the reactive N2O4 ⇌ 2NO2 mixture [324], where the use of a cubic
equation of state has already proven its successful application. This model is
summarised below. For more details, the reader is referred to the description
by Lasala et al. [324].

The equation of state which has been selected is the cubic Peng-Robinson
equation of state (Eq. 7.24), coupled with advanced mixing rules, EoS+aE,γ

res

(Eq. 7.25) [370].

P (T, v, z ) = RT

v − bm
− am

v(v + bm) + bm(v − bm)
(7.24)

where T is the temperature, R is the universal gas constant, v is the molar
volume, z is the vector of the molar composition, and am and bm are the
mixing energy and covolume parameters calculated as follows:bm =

∑NC
i=1 zibi

am
bm

=
∑NC

i=1 zi
ai
bi

+
aE,γ
res

ΛEoS

(7.25)

where EoS+aE,γ
res is the residual part of an excess Helmholtz energy model

calculated from an activity coefficient (γ) model, ΛEoS is a numerical parameter
being a function of the considered equation of state, the pure component energy
and co-volume parameters, i.e. ai and bi, respectively, are calculated using the
standard PR-78 equation of state [371] as a function of the critical temperature,
critical pressure and acentric factor of the two components of the mixture (the
monomer and the dimer of formic acid). The composition z is a result of the
chemical equilibrium condition, the zero-Gibbs energy condition:

∆RG(T, P, z ) = 0 (7.26)

In this work, the athermal version of Eq. 7.25 has been considered, i.e. the
residual excess Helmholtz energy is null (aE,γ

res = 0). This choice is motivated
by the fact that the strong physical interactions related to hydrogen bonds are
modelled here as chemical interactions instead of physical association effects.

To calculate the thermodynamic − phase equilibrium and energetic − prop-
erties of the reactive system formed by monomers and dimers of, for example,
formic acid with a cubic equation of state, it is necessary to determine some
basic properties for the single molecules forming the mixtures: the monomeric
and the dimeric form of, in this case, formic acid. These basic properties
are the ideal gas thermochemical properties (standard enthalpy of formation,
standard absolute entropy) and some thermophysical ones (the ideal gas heat
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capacity, critical temperature, critical pressure, and acentric factor). To cal-
culate these properties, we have performed Quantum Mechanics (QM) calcu-
lations to determine the ideal gas properties, and then an optimization step
aimed to fit the critical coordinates of the two pure components in order to
match the experimental vaporization enthalpy and saturation pressures of the
reactive mixture. Since the reactive system is at chemical equilibrium, it is
not possible to experimentally determine the critical parameters of both the
monomer and the dimer.

Quantum mechanics calculations were performed at the CBS-QB3 level of
theory, with the Gaussian09 software [171], to obtain the lowest energy con-
former. A post-processing of the results has been performed with GPOP [372]
to derive thermodynamic properties. The results of these calculations are
shown in Table 7.2 where the expression for the ideal gas isobaric specific heat
capacity is given by:

cigP,i(T ) = c0 + c1

(
c2/T

sinh(c2/T )

)2

+ c3

(
c4/T

cosh(c4/T )

)2

(7.27)

We have then optimised the critical temperature, Tc1 and Tc2, and the
critical pressure, Pc1 and Pc2, of the monomer (subscript 1) and of the dimer
(subscript 2) by minimising the following objective function:

min
Tc1,T c2
Pc1,Pc2

F =
1

n∆vapHexp

n∆vapHexp∑
i=1

(
∆vapH

calc −∆vapH
exp

∆vapHexp

)2

+
1

nP exp
VLE

nP
exp
VLE∑

i=1

(
P calc

VLE − P exp
VLE

P exp
calc

)2

+

(
T calc
c − T exp

c

T exp
c

)2

+

(
P calc
c − P exp

c

P exp
c

)2

(7.28)
The experimental data used for this optimization are the ones reported for

formic acid by the DIPPR database [373] (79 points for PVLE and 23 points
for ∆vapH, see Tables E.1 and E.2 of Appendix E, respectively) and the ones
obtained in this study. It is worth highlighting that the available data are quite
dispersed and cover, for the vapor-liquid equilibrium pressure, a quite limited
temperature range (up to 400 K). At a first but acceptably accurate approach,
the acentric factor of dimers can be considered to be double the acentric factor
of monomers. In this study, the acentric factor has been considered to be equal
to 0.1 for the monomer of formic acid and equal to 0.2 for its dimeric form.
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7.3— Results and Discussion
To investigate the dimerization of HCOOH at thermodynamic equilibrium,
we first computed the weight functions W (d) and the observed probability
distributions p(d) (normalized Hist(d)) of the distance between the centers of
two HCOOH molecules from the umbrella sampling MC simulations at 250 -
300 K. Figure 7.3 shows examples of W (d) and p(d) computed at 250 K. In
Figure 7.3a and b, the initial weight function (resulting from the first short
consecutive umbrella sampling simulation) and the corresponding probability
distribution of the distance between the centers of two HCOOH molecules are
shown, respectively. In the initial W (d), the distances longer than ca. 4.6 Å
are not sampled as the corresponding probability distribution p(d) is close to 0.
The distances from ca. 2.9 Å to 4.6 Å, corresponding to dimer formation, are
sampled with a very high probability. Since monomers are not sampled in the
simulation, the equilibrium of HCOOH dimerization cannot be reproduced.
In Figure 7.3c and d, the final weight function (resulting from the last short
consecutive umbrella sampling simulation) and the corresponding observed
probability distribution of the distance between the centers of two HCOOH
molecules are shown, respectively. The distances are sampled starting from ca.
2.6 Å, which is the shortest distance between two HCOOH molecules possible
due to intermolecular interactions. The distance range between two HCOOH
molecules considered a dimer (2.6 - 4.6 Å) is sampled with a slightly higher
probability than longer distances assigned to monomers (longer than 4.6 Å)
by ca. 0.06. Due to the small difference between the probabilities of sampling
dimers and monomers, the final weight function W (d) was selected as the input
for the extended umbrella sampling simulation of two HCOOH molecules at
the corresponding temperature to determine the thermodynamic properties of
HCOOH dimerization. The procedure used to compute W (d) at 250 K was
applied consistently for simulations performed at 260, 270, 290, and 300 K.

The equilibrium constants of HCOOH dimerization were computed from
both routes of umbrella sampling MC simulations: dimer counter and potential
of mean force. To obtain the equilibrium constants from the PMF method, it
is necessary to calculate the change in Helmholtz free energy and subsequently
the Gibbs free energy, see Eq. 7.20. The Helmholtz free energy change ∆F is
calculated using Eq. 7.16 by integrating the PMF over the distance d, from
an initial distance d0 of ca. 2.6 Å to ca. 4.6 Å where two molecules are
considered dimers according to the probability distribution p(d) of the distance
between the centers of two HCOOH molecules computed using the geometrical
criteria [345] (Eqs. 7.8 and 7.9). The example of PMF as a function of the
distance between the centers of two HCOOH molecules is shown in Figure 7.4.
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Fig. 7.3. Weight function W (d) in units of kBT and probability distribution p(d) of the
distance between the centers of two HCOOH molecules simulated at 250 K: (a) the weight
function resulting from the first of a series of ten short umbrella sampling MC simulations,
(b) the probability distribution of the observed distance between two molecules resulting
from the first of a series of ten short umbrella sampling MC simulations, (c) the weight
function resulting from the tenth of a series of ten short umbrella sampling MC simulations,
(d) the probability distribution of the distance between two molecules resulting from the
tenth of a series of ten short umbrella sampling MC simulations. The probabilities for the
distance distribution sum up to 100.

The logarithms of the equilibrium constants for HCOOH dimerization com-
puted using the dimer counter method and the potential of mean force (PMF)
method are compared in Figure 7.5. The changes in Gibbs free energy and equi-
librium constants used to obtain the Arrhenius plots are listed in Table E.3 in
Appendix E. The values of lnK from both methods show close agreement, with
an average deviation of ca. 2%. Compared to literature data from the study
by Chao and Zwolinski [28] based on the statistical thermodynamic method,
the values of lnK from the dimer counter and PMF methods are shifted by
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Fig. 7.4. Potential of mean force (PMF) in units of kBT from an umbrella sampling
MC simulation of two HCOOH molecules at 250 K as a function of the distance between
the centers of two HCOOH molecules d. The value of Helmholtz free energy change ∆F
calculated for this example by integrating the PMF over the distance d, from an initial
distance d0 of ca. 2.6 Å to ca. 4.6 Å, is -28.33 kJ mol−1.

approximately 2 units, which slightly affects the slopes of the linear trendlines
and consequently the enthalpy of dimerization. Compared to the computa-
tional study of formic acid dimerization in a carbon dioxide solvent by Turner
et al. [345], the values of lnK from both methods are shifted by approximately
4 units. The enthalpies of HCOOH dimerization, derived from the slopes of the
linear trendlines in the Arrhenius plots (−∆dH/R), are provided in Table 7.1.
The ∆dH values differ by only 4% between the dimer counter and PMF meth-
ods, resulting in -60.46 kJ mol−1 and -62.91 kJ mol−1, respectively. The
difference between the molar entropy of dimerization between the two routes
is slightly higher at 7%. The deviation between the enthalpy of dimerization
from Monte Carlo simulations and the study by Chao and Zwolinski [28] is only
ca. 3%. The deviation between the enthalpy of dimerization from Monte Carlo
simulations and the computational study by Turner et al. [345] is more signific-
ant, at an average of 23%. In the study of formic acid dimerization by Turner
et al. [345], carbon dioxide is present in the simulated system as a solvent,
and a different HCOOH force field is used (from the study of Jedlovszky and
Turi [358]). Due to these differences, umbrella sampling MC simulations show
better agreement with experimental data of pure formic acid than the compu-
tations of Turner et al. [345] The dimerization enthalpies obtained from the
dimer counter and PMF methods deviate by ca. 4% from P -V -T methods and
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by ca. 9% from spectroscopic methods. The dimer counter method shows a
smaller deviation than PMF, with an average difference of 5% from both ex-
perimental methods, while PMF results in a 9% difference. In sharp contrast,
∆dH from the study of Turner et al. [345] deviate by ca. 15% from P -V -T
methods and by ca. 11% from spectroscopic methods. These results indic-
ate that the umbrella sampling MC simulations used in our work provide an
accurate reproduction of the enthalpy of HCOOH dimerization. The thermo-
dynamical properties computed from MC simulations were also compared to
the Quantum Mechanics calculations. The results of the Quantum Mechanics
calculations are reported in Table 7.2. The enthalpy of monomer formation
at 298.15 K calculated from QM (-379.07 kJ mol−1) is in excellent agree-
ment with the literature data reported by Chao and Zwolinski [28] (-378.57
kJ mol−1), resulting in 0.1% difference. Similarly, the calculated enthalpy of
dimer formation at 298.15 K (-818.617 kJ mol−1) deviates by only 0.3% from
the literature value of -820.94 kJ mol−1 [28]. The entropies of monomer and
dimer formation at 298.15 K obtained from QM are 254 J mol−1K−1 and 370
J mol−1K−1, respectively. This results in 2% of deviation from the reported
entropy of monomer formation (248.88 J mol−1K−1) [28] and 11% from the
reported entropy of dimer formation (332.67 J mol−1K−1) [28].

The logarithms of the equilibrium constants for HCOOH dimerization from
QM calculations were compared to the dimer counter method and the PMF
method in Figure 7.5. Compared to MC methods, the lnK values from QM
are shifted by approximately 0.16 units and result in the enthalpy of dimeriz-
ation equal to -60.48 kJ mol−1, deviating from the dimer counter method by
0.02% and from PMF by 4% (Table 7.1). The values of ∆dH calculated from
QM differs similarly from the experimental data [28] as the MC simulations,
resulting in an average deviation of 5% from P -V -T methods and spectroscopic
methods, and the deviation of 5% from the calculated using the enthalpies of
monomer and dimer formation at 298.15 K [28]. The molar entropy of dimer-
ization calculated from QM (-138 J mol−1K−1) differs by an average of 3%
from both MC methods and is in good agreement with the value calculated
based on the entropies of monomer and dimer formation at 298.15 K (-165.09
J mol−1K−1) [28] with a difference of 16%.

The QM and umbrella sampling MC simulations used in this study have
demonstrated a high degree of accuracy in reproducing the experimental ther-
modynamic properties of HCOOH dimerization. Our results show that the
dimer counter and PMF methods are in excellent agreement. Notably, the
dimer counter method provides a more precise match with experimental data
compared to the PMF method.

The results of the Quantum Mechanics calculations (Table 7.2) and the op-
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Fig. 7.5. Arrhenius plot for HCOOH dimerization at 250 - 300 K computed from Quantum
Mechanics and both routes of umbrella sampling MC simulations: dimer counter and poten-
tial of mean force. The logarithms of the equilibrium constants are compared with literature
data from a study by Chao and Zwolinski [28] using a statistical thermodynamic method,
as well as the computational study by Turner et al. [345] The enthalpies of dimerization are
calculated from slopes of the linear trendlines. The error bars are smaller than the size of
the symbols.

Table 7.1: Enthalpy and entropy of dimerization computed from Quantum Mechanics and
both routes of umbrella sampling MC simulations: dimer counter and potential of mean
force. The subscripts show uncertainties computed as the standard deviation from five
independent simulations. The computed results are compared with literature data [28, 345].

Method ∆dH ∆dS

/[kJ/mol] /[J/mol/K]
MC - Dimer counter −60.460.45 −137.361.76
MC - PMF −62.910.64 −146.982.27
QM −60.48 −138

Chao and Zwolinski [28] −63.81 −165.09

Turner et al. [345] −50.3

P -V -T [28] −59.12

Spectroscopy [28] −56.57

timization procedure (Table 7.3) have enabled plotting the Global Phase Equi-
librium Diagram of the system (Fig. 7.6), the vaporization enthalpy (Fig. 7.7),
and the non-isothermal but unique phase diagram showing the molar compos-
ition of the liquid phase (x1) and of the vapor phase (y1) as a function of the
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Table 7.2: Results of QM calculations for the monomer and dimer of HCOOH, including
the enthalpy and entropy of monomer and dimer formation at 298.15 K, as well as the
expression for the ideal gas isobaric specific heat capacity (Eq. 7.27).

Compound ∆fH
◦
i ,298.15K ∆fS

◦
i ,298.15K c0 c1

/[kJ/mol] /[J/mol/K] /[J/kmol/K] /[J/kmol/K]
HCOOH -379.07 254 36322.4 46443.9
(HCOOH)2 -818.617 370 77376.5 97286.3

Compound c2 c3 c4
/[K] /[J/kmol/K] /[K]

HCOOH 724.28 41856.3 2168.01
(HCOOH)2 712.16 92502.6 1979.58

Table 7.3: Results of the optimization procedure for the monomer and the dimer of
HCOOH.

Compound Tc/[K] Pc/[bar] Acentric Factor
HCOOH 350 40 0.1
(HCOOH)2 633 38 0.2

pressure (and thus of the temperature) of this mono-variant system (Fig. 7.8).
Additionally, the vapor and liquid densities of the coexisting phases of the
reactive HCOOH mixture, as a function of temperature (Fig. 7.9) was calcu-
lated, as well as T -s diagram (Fig. 7.10). More details on the methodology are
provided in Lasala et al. [324] The results of Monte Carlo simulations in the
Gibbs ensemble are shown in Table E.4 in Appendix E.

Figure 7.6 shows the Global Phase Equilibrium Diagram that highlights
the complex behavior of the monomer and dimer forms of formic acid, as well
as the critical phenomena that arise from the interactions. The results of ther-
modynamic model calculations are compared to MC simulations in the Gibbs
ensemble and the experimental data [373]. The figure features the saturation
pressure of the monomer of formic acid, the saturation pressure of the dimer of
formic acid, the reactive mixture vapor-liquid equilibrium pressure curve, and
the locus of the critical points of the inert mixtures formed by monomers and
dimers. As temperature increases from 281.5 K (which is the melting point
of formic acid [186]) to a critical value of 350 K, the saturation pressure of
the formic acid monomer also rises, reflecting the typical behavior of a pure
substance where higher temperatures require higher pressures to maintain the
substance in a liquid state. The curve starts at a low-pressure value of ca.
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10 bar and gradually increases with temperature to a critical pressure of ca.
40 bar. The curve of the saturation pressure of the HCOOH dimer lies below
the monomer saturation pressure curve, indicating that the dimer has a lower
vapor pressure compared to the monomer at the same temperature. This is
consistent with the fact that dimers, being larger and having stronger inter-
molecular forces, are less volatile than monomers. The curve also shows an
upward trend as temperature increases from 281.5 K to a critical value of 633
K, where the critical pressure is as high as 38 bar. The vapor-liquid equilibrium
pressure of the reactive mixture includes contributions from both monomers
and dimers. This curve lies between the monomer and dimer saturation pres-
sure curves, reflecting the combined effects of both species in the equilibrium.
As temperature rises from 281.5 K to ca. 570 K, the equilibrium pressure
also increases up to ca. 65 bar, determined by the ongoing reaction between
monomers and dimers. The results are compared with vapor-liquid equilib-
rium pressures computed using MC simulations and experimental data [373],
showing reasonable agreement across the examined conditions and confirming
the thermodynamic model prediction. The locus of the critical points for the
inert mixture of monomers and dimers shows a parabolic shape, peaking at
ca. 490 K and ca. 80 bar, and then declining. This behavior is characteristic
of critical phenomena for systems of type I according to the classification of
Van Konynenburg and Scott [374–376].

The vaporization enthalpy calculated from the thermodynamic model is
compared to MC simulations in the Gibbs ensemble and the experimental
data [373] in Figure 7.7. In the temperature region from 281.5 K to 500 K,
the vaporization enthalpy is relatively high (ca. 450 kJ mol−1), as indicated
by both the experimental data and the thermodynamic model. The curve re-
mains almost flat or slightly increases with temperature. This suggests that
the amount of heat required to vaporize the substance does not change signific-
antly with temperature in this range. The MC simulations show a significant
deviation in this region, predicting higher values of vaporization enthalpy than
observed experimentally and by the model. In the high-temperature region,
particularly above 500 K, the curve shows a sharp decline in the vaporization
enthalpy. This indicates that the heat required to vaporize the mixture be-
comes significantly less as the temperature approaches the critical temperature
of the mixture, where the liquid and vapor phases become indistinguishable.
This behavior is typical as the thermal energy of the system increases, making
it easier for molecules to escape the liquid phase. The experimental data and
the thermodynamic model start to converge with the MC simulations in this
temperature range, suggesting a better agreement between theoretical and ex-
perimental observations. All three data sets - experimental, thermodynamic
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Fig. 7.6. Global Phase Equilibrium Diagram, showing the saturation pressure of the
monomer of formic acid (orange curve), the saturation pressure of the dimer of formic acid
(yellow curve), the reactive mixture vapor-liquid equilibrium pressure curve (blue curve),
and the locus of the critical points of the inert mixtures formed by monomers and di-
mers (violet curve), calculated with the thermodynamic model. The green points represent
experimental vapor-liquid equilibrium pressures [373] while the blue cross represents the
experimental critical coordinate of the equilibrium mixture. The black points represent
vapor-liquid equilibrium pressures computed from MC simulations in the Gibbs ensemble.
Vapor-liquid equilibrium properties of HCOOH computed from MC simulations in the Gibbs
ensemble are listed in Table E.4.

model, and MC simulations - show this sharp decrease, which is consistent
with the behavior expected near the critical point.

Figure 7.8a shows a non-isothermal phase diagram for a reactive formic
acid mixture at chemical equilibrium, with the pressure P as a function of the
mole fractions x1 and y1, representing the HCOOH monomers in the liquid and
vapor phases, respectively. The phase behavior calculated from the thermody-
namic model is compared with the results from MC simulations in the Gibbs
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Fig. 7.7. Vaporization enthalpy as a function of temperature of the reactive mixture at
chemical equilibrium. The blue line represents calculations from the thermodynamic model,
while the green points represent the experimental data [373]. The black points represent the
results of MC simulations in the Gibbs ensemble.

ensemble. In the liquid phase, the mole fraction of the monomers increases
rapidly from x1 = 0 to ca. 0.35 with pressure up to ca. 65 bar, which suggests
that more monomers are retained in the liquid phase, reducing the tendency to
vaporize. The results of MC simulations align closely with the thermodynamic
model curve, showing the accurate reproduction of the behavior of the liquid
phase. This agreement indicates that the force field used in the simulations
is well-suited for modelling the liquid-phase behavior of HCOOH monomers.
The vapor-phase curve behaves differently, initially increasing more slowly at
low pressures and low mole fractions. It eventually reaches a maximum mole
fraction of ca. 0.5, where the curve bends and begins to decrease. This be-
havior is characteristic of a vapor phase where, beyond a certain pressure,
further increases lead to the condensation of monomers, thereby reducing the
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mole fraction in the vapor. The MC simulation data for the vapor phase also
match the thermodynamic model curve, particularly in the higher pressure
range of 20 - 40 bar. At pressures lower than 20 bar, there is a slight deviation
between the simulation data points and the model curve, but the overall trend
is consistent. This slight discrepancy at lower pressures could be due to the
limitations in the MC simulations, such as the challenge of accurately captur-
ing the complex phase behavior in reactive mixtures at chemical equilibrium.
The phase diagram shows that the thermodynamic model is successful in de-
scribing the non-isothermal phase behavior of the HCOOH mixture, with the
liquid and vapor phase curves exhibiting expected behaviors as pressure varies.
The MC simulations agree well with the model across most of the pressure and
mole fraction range, confirming the validity of the simulations in capturing the
phase behavior of the system. The phase compositions are also presented as a
function of temperature in Figure 7.8b, where the trends in the mole fraction
of HCOOH monomers exhibit similar patterns.

Figure 7.9 shows vapor and liquid densities of the coexisting phases of the
reactive HCOOH mixture, as a function of temperature calculated from the
thermodynamic model, compared to MC simulation in the Gibbs ensemble.
The vapor phase density, starting from very low densities and increasing as
the temperature approaches the critical point, is in good agreement with MC
simulations and closely matches the experimental data, especially at lower
densities. However, the liquid phase density of the thermodynamic model is
underestimated by ca. 400 kg m−3 at 335 K but still follows the general trend.
As temperature increases, the liquid phase curve calculated from the ther-
modynamic model slowly converges to MC simulation and experimental data.
While the MC simulations agree well with experimental data, effectively cap-
turing the experimental liquid phase behavior up to the critical point, there
is still potential for improving the thermodynamic model for formic acid, par-
ticularly in accurately reproducing the liquid phase density. The low accuracy
of cubic equations of state in reproducing the liquid phase density is well
known. Nevertheless, an improvement in modelling liquid densities could be
achieved with the inclusion of a volume-translation term in the cubic equation
of state [377].

Figure 7.10 shows T -s diagram of the reactive HCOOH mixture at chemical
equilibrium, calculated with the thermodynamic model and compared to MC
simulations in the Gibbs ensemble. The liquid phase has a relatively low en-
tropy compared to the vapor phase at the same temperature, with the highest
difference at 281.5 K (ca. 2.9 kJ mol−1K−1 and ca. 4.5 kJ mol−1K−1 for
liquid and vapor phases, respectively). This difference is due to the structured
nature of the liquid phase, where molecules are more ordered compared to the
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(a)

(b)

Fig. 7.8. Phase diagrams of the reactive HCOOH mixture at chemical equilibrium: (a)
non-isothermal P -{x,y}, and (b) T -{x,y}. The curves represent the mole fraction of HCOOH
monomer in the liquid phase (blue curve) and in the vapor phase (red curve), calculated with
the thermodynamic model. The points represent the mole fraction of HCOOH monomer
in the liquid phase (blue points) and the vapor phase (red points), resulting from MC
simulations in the Gibbs ensemble.
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Fig. 7.9. Vapor and liquid densities of the coexisting phases of the reactive HCOOH
mixture at chemical equilibrium, as a function of temperature. The curves represent the
liquid phase density (blue curve) and the vapor phase density (red curve), calculated with
the thermodynamic model. The points represent the liquid phase density (blue points) and
the vapor phase density (red points), resulting from MC simulations in the Gibbs ensemble.
The green curve represents experimental data [373].

vapor phase, which is more disordered and has higher entropy. In the vapor
phase, temperature increases significantly from 281.5 K to 500 K while entropy
changes relatively little (from ca. 4.5 kJ mol−1K−1 to 4.7 kJ mol−1K−1). In
this phase, adding heat energy leads to a large increase in temperature without
a corresponding large increase in entropy due to a low heat capacity. In the
vapor phase, the molecules are already highly disordered and have many de-
grees of freedom (movement, rotation, etc.). Thus, additional heat primarily
increases the temperature, rather than further increasing entropy significantly.
In sharp contrast, in the liquid phase temperature increases more steadily from
281.5 K to ca. 580 K with an increase in entropy from ca. 2.9 kJ mol−1K−1
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Fig. 7.10. T -s diagram of the reactive HCOOH mixture at chemical equilibrium, calcu-
lated with the thermodynamic model. The blue curve represents the liquid phase, where
temperature increases gradually with entropy. The red curve represents the vapor phase,
where temperature increases significantly while entropy changes relatively little due to a low
heat capacity. The points represent the entropy of the liquid phase (blue points) and the
vapor phase (red points), resulting from MC simulations in the Gibbs ensemble.

to ca. 4.5 kJ mol−1K−1. This gradual change reflects a higher heat capacity
of the liquid phase and a more ordered structure compared to the gas phase.
The results of MC simulations in the Gibbs ensemble are in good agreement
with the thermodynamic model, reproducing the trend in entropy of the liquid
and vapor phases. The values of entropy of the liquid and vapor phase are
shifted from the thermodynamic model by ca. 1.5 kJ mol−1K−1 and ca. 1
kJ mol−1K−1, respectively. The close alignment between the thermodynamic
model and MC simulations confirms the accuracy of the multi-scale methodo-
logy in capturing the behavior of both phases for a wide range of temperatures.
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7.4 —Conclusions
This work introduces a multi-scale methodology that integrates force field-
based Monte Carlo simulations, Quantum Mechanics, and equations of state
to characterize the thermodynamics of the formic acid dimerization reaction.
This approach explores the potential application of formic acid as a new react-
ive fluid in thermodynamic cycles, particularly in the design of heat pumps.
Accurate knowledge of thermodynamic properties is crucial for optimizing heat
transfer and energy efficiency in these systems. To compute thermodynamic
properties, such as the equilibrium constants, enthalpy, and entropy of dimer-
ization, umbrella sampling was implemented in Monte Carlo simulations. This
technique biases the sampling process to include a range of distances between
the two molecules. The logarithms of the equilibrium constants for HCOOH
dimerization were computed at 250 - 300 K using both the dimer counter and
the potential of mean force methods. Both methods showed strong agree-
ment, with an average deviation of only 1.8%. The enthalpies of HCOOH
dimerization derived from the Arrhenius plots were -60.46 kJ mol−1 and -
62.91 kJ mol−1 for the dimer counter and PMF methods, respectively. The
molar entropy of dimerization computed from the dimer counter method is
-137.36 J mol−1K−1, while from the PMF method, it is -146.98 J mol−1K−1.
The results of Monte Carlo simulations were compared to Quantum Mech-
anics calculations. The QM-calculated enthalpy of dimerization is -60.48 kJ
mol−1, deviating by 0.02% from the dimer counter method and 4% from the
PMF method. The QM-calculated molar entropy of dimerization is -138 J
mol−1K−1, differing by an average of 3% from both MC methods. The QM
and umbrella sampling MC simulations employed in this study demonstrated
high accuracy in reproducing the experimental thermodynamic properties of
HCOOH dimerization, with the dimer counter method providing the most
precise match with experimental data. To calculate the thermodynamic phase
equilibrium properties, the cubic Peng-Robinson equation of state, coupled
with an athermal version of advanced mixing rules, was applied. Ideal gas
properties, which cannot be experimentally measured, were determined us-
ing Quantum Mechanics calculations. These properties are necessary for an
optimization step aimed at fitting the critical coordinates of the two pure
components to match the experimental vaporization enthalpy and saturation
pressures of the reactive mixture. The Global Phase Equilibrium of the sys-
tem, vaporization enthalpy, phase composition, vapor and liquid densities of
the coexisting phases as a function of temperature, and entropy as a function
of temperature were obtained from the thermodynamic model and compared
with Monte Carlo simulations in the Gibbs ensemble. Overall, the MC sim-
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ulations agree well with the model, especially for saturation pressure and the
non-isothermal phase diagram of the HCOOH mixture, confirming the valid-
ity of the simulations in capturing the phase behavior of the system. These
results are directly relevant to the design of heat pumps using formic acid
as a working fluid, where precise control over thermodynamic properties is
essential for optimizing performance. However, it is important to note that
this study does not consider the kinetics of the dimerization reaction, which
could influence the performance of heat pumps. Future work could incorpor-
ate reaction kinetics into the simulations, potentially through kinetic Monte
Carlo or Molecular Dynamics simulations, to provide a more comprehensive
understanding of the system behavior. To conclude, the presented methodo-
logy has proven effective in accurately determining the chemical equilibrium
properties of 2HCOOH ⇌ (HCOOH)2. It could be adapted to preliminarily
predict the thermodynamic properties of other similar reactive systems, such
as other carboxylic acids, thereby broadening its applicability in the design of
heat pumps and other thermodynamic devices. It is important to note that our
rigid HCOOH force field was not optimized or fitted to the dimerization reac-
tion. As a first step, the Monte Carlo simulation only considers monomers and
dimers. A more realistic description would include trimers and more complex
structures.
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Conclusions and Outlook

The first part of this thesis, comprising the dependence of the carbon di-
oxide solubility in aqueous formic acid solutions with electrolytes on the com-
position and the sodium chloride concentration is presented in Chapter 3. The
main conclusions in this regard are:

• The Continuous Fractional Component Monte Carlo approach using the
probability distribution of the scaling factor [p(λ)] is precise enough to
compute excess chemical potentials, resulting in µex that differed from
thermodynamic integration by less than 0.5%.

• Validation of the selected variant of the OPLS/AA force field for HCOOH
was performed by comparing the density, vapor-liquid equilibrium, and
vapor pressure with experimental values, demonstrating a high accuracy
of the model.

• The salting-out effect of NaCl on CO2 solubility is observed, which is
economically and ecologically unfavorable as it decreases the product
yield as well as results in less CO2 being reduced and removed from the
environment.

• HCOOH production could be an alternative method to CO2 pressure
elevation for adjusting solubility, due to the observed increase in CO2
solubility with higher HCOOH fractions in the solution.

The effect of confinement on the CO2 hydrogenation reaction is studied in
the second part of this thesis, as presented in Chapter 4. The main conclusions
are:

• The metal-organic framework confinement increases the HCOOH pro-
duction, due to the higher density of the pore phase compared to the gas
phase and the selective adsorption of HCOOH as a favored component,
by Le Chatelier’s principle.
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• The mole fractions of HCOOH increase with pressure and decrease with
increasing temperature, resulting in the most efficient conditions for the
HCOOH production in the confinement at 298.15 K and 60 bar.

• The prevailing factor in the enhancement of HCOOH production in CO2

hydrogenation reaction is the type of metal center in the metal-organic
framework. The production of HCOOH in the UiO-66 framework char-
acterized by the smallest pore size for all studied MOFs is ca. 200 times
higher compared to the gas phase, while in Cu-BTC the HCOOH pro-
duction is ca. 2000 times higher compared to the gas phase.

• The metal-organic framework Cu-BTC shows promise as an effective al-
ternative or complement to transition metal catalysts for enhancing CO2

hydrogenation efficiency due to the elimination of the need for costly tem-
perature elevation, the production of a more valuable final product that
reduces the cost of downstream processing, and achieving final HCOOH
concentrations comparable to those obtained with transition metal cata-
lysts.

The third part of this thesis, proposing a non-polarizable CO2 and H2 force
field for adsorption in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) is presented
in Chapter 5. The main conclusions are:

• The Feynman-Hibbs quantum correction plays a crucial role in the force
field of H2 at cryogenic temperatures, as it influences the isotherm shape
by lowering the adsorption capacity.

• The breakthrough curves are predicted for the separation of CO2/H2

mixtures at 298 K, resulting in the breakthrough time following the same
order as the uptake and the heat of CO2 adsorption: Ni > Co > Fe >

Mn > Zn > Cu.
• The metal-organic frameworks M-MOF-74 have the potential in the cap-

ture of CO2 and H2, as well as in separation processes of CO2/H2 mix-
tures.

• The proposed non-polarizable CO2 and H2 force field for adsorption in
M-MOF-74 is an alternative to the complex polarizable force fields avail-
able in the literature, that would enable to study of the process of CO2

conversion into HCOOH, and a better understanding of the effect of
open-metal centers on the CO2 hydrogenation reaction to HCOOH in
confinement.

The effect of the type of metal center in M-MOF-74 (M = Ni, Cu, Co, Fe,
Mn, Zn) on the CO2 hydrogenation reaction to HCOOH is investigated in the
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fourth part of this thesis, as presented in Chapter 6. The main conclusions
are:

• The loading and heat of HCOOH adsorption depend on the metal center
as follows: Ni > Co > Fe > Mn > Zn > Cu, suggesting that HCOOH
adsorption is predominantly influenced by the electrostatic interactions
dependent on the effective charge of the M2+ ion at the open-metal site.

• The two-step adsorption mechanism of HCOOH is found in Ni-, Co-,
Fe-, and Mn-MOF-74: primary adsorption at metal centers followed by
adsorption above oxygen atoms inside the framework.

• The three primary binding geometries of HCOOH adsorption in M-MOF-
4 are in the surroundings of the metal centers. The binding geometries
and energies of the most stable configuration computed from force field-
based simulations agree with DFT calculations.

• The performance of M-MOF-74 in the production of HCOOH in con-
finement follows the same order as the uptake and the heat of HCOOH
adsorption.

• The highest enhancement in HCOOH production results from the ap-
plication of the Ni-MOF-74 framework. The obtained mole fraction of
HCOOH is ca. 105 times higher compared to the gas phase.

• Ni-MOF-74 has comparable performance to the most effective transition
metal catalyst and an additional advantage of a more valuable molecular
form of the product.

The multi-scale methodology including force field-based Monte Carlo simu-
lations, quantum mechanics, and equations of state is introduced to investigate
the thermodynamics of formic acid dimerization in the fifth part of this thesis,
as presented in Chapter 7. The main conclusions are:

• The multi-scale methodology integrating force field-based Monte Carlo
simulations, Quantum Mechanics, and equations of state has proven ef-
fective in accurately characterizing the thermodynamics of the formic
acid dimerization reaction. The method could be adapted to prelim-
inarily predict the thermodynamic properties of other similar reactive
systems, such as other carboxylic acids.

• The umbrella sampling method was necessary implementation to Monte
Carlo simulations to compute thermodynamic properties of formic acid
dimerization such as equilibrium constants, enthalpy, and entropy of
dimerization.

• Both methods for studying dimer formation, the dimer counter and the
potential of mean force computation, showed good agreement, resulting
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in the enthalpies of HCOOH dimerization of -60.46 kJ mol−1 and -62.91
kJ mol−1, respectively. The molar entropy of dimerization computed
from the dimer counter method is -137 J mol−1K−1, while from the
potential of mean force method it is -147 J mol−1K−1.

• Comparison of Monte Carlo simulations with Quantum Mechanics calcu-
lations showed that the QM-calculated enthalpy of dimerization of -60.48
kJ mol−1 deviates only by 0.02% from the dimer counter method and
4% from the PMF method. The QM-calculated molar entropy of dimer-
ization is -138 J mol−1K−1, differing by an average of 3% from both MC
methods. The dimer counter method provided the most precise match
with experimental data.

• The global phase equilibrium of the system, vaporization enthalpy, phase
composition, vapor and liquid densities of the coexisting phases as a func-
tion of temperature, and entropy as a function of temperature obtained
from the thermodynamic model are in good agreement with Monte Carlo
simulations in the Gibbs ensemble.

• The methodology for formic acid dimerization simulation is effective for
accurately determining chemical equilibrium properties and can be ad-
apted for predicting thermodynamic properties of other reactive systems,
such as different carboxylic acids.

In this thesis, molecular simulation is used to explore and propose alternat-
ive approaches for improving two conventional methods of formic acid produc-
tion: (1) electrochemical reduction of CO2 in aqueous electrolyte solutions,
and (2) the CO2 hydrogenation reaction. Molecular simulation has demon-
strated its ability to supplement experimental data in the field of formic acid
production. Beyond enabling predictions for the “confinement effect” of porous
materials on the thermodynamic equilibrium of the CO2 hydrogenation reac-
tion independently from the “catalytic effect”, a task difficult experimentally, it
provides insights into the microscopic mechanisms that govern the adsorption
behaviors within the investigated porous materials.

Building on the findings, several promising avenues for future research
emerge. For electrochemical reduction of CO2 studies, investigating other
chemicals that may enhance solubility and conversion efficiency of CO2 without
decreasing the ionic conductivity of electrolyte solutions is crucial. For the CO2

hydrogenation reaction carried out in confinement, a comprehensive economic
and carbon emission analysis of Ni-MOF-74 compared to traditional catalysts
is essential to fully assess its potential. Furthermore, exploring ligand func-
tionalization and other Ni-based MOFs could reveal new opportunities for
optimizing HCOOH production from CO2 hydrogenation.
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An essential consideration for HCOOH production in MOFs is ensuring
that the reaction free energy barrier is sufficiently low to allow the chemical
equilibrium to be favorable. Without a low enough energy barrier, the reaction
will not proceed efficiently. To address this, several strategies can be employed:

1. Catalyst Optimization: Improving the catalytic properties of the act-
ive sites within the MOFs may significantly lower the reaction energy
barrier. This includes designing active sites that provide better stabiliz-
ation of transition states and intermediates. For example, incorporating
highly active metal sites such as Ru or Pd into the MOF structure can
enhance catalytic activity. Computational techniques, such as DFT, can
be used to screen and identify MOF structures with optimal catalytic
properties.

2. Ligand Functionalization: Modifying the ligands within MOFs can
tune the electronic properties of the active sites, thereby lowering the
reaction energy barrier. For instance, functionalizing the ligands with
electron-donating groups such as amines may enhance the stabilization
of reaction intermediates. Similarly, introducing electron-withdrawing
groups can adjust the electronic environment to favor specific reaction
pathways.

3. Bimetallic Catalysts: Incorporating a second metal into the MOF
structure can create synergistic effects that enhance catalytic perform-
ance. An example is the combination of Ni and Fe in bimetallic catalysts,
which has been shown to lower the activation energy for CO2 hydrogen-
ation. Bimetallic catalysts can provide a combination of electronic and
geometric properties that lower the reaction energy barrier more effect-
ively than single-metal catalysts.

4. Support Materials: Using support materials that enhance the dis-
persion of active sites can improve the accessibility of reactants to the
catalytic sites, thereby lowering the overall energy barrier. For example,
incorporating carbon-based supports, such as graphene, can increase the
surface area and improve the distribution of active sites within the MOF.
Support materials can also modify the electronic environment of the act-
ive sites, further enhancing catalytic performance.

5. Reaction Conditions: Optimizing reaction conditions such as tem-
perature, pressure, and solvent can also play a crucial role in lowering
the reaction energy barrier. For instance, conducting the reaction at
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elevated pressures can increase the reaction rate and lower the energy
barrier. Additionally, using solvents that stabilize reaction intermediates
can improve the overall efficiency of the process.

6. Computational Modelling: Advanced computational modelling can
predict the reaction pathways and identify the key steps where the energy
barriers are highest. By understanding these steps, targeted modifica-
tions to the MOF structure and composition can be made to lower these
barriers. For example, simulations can reveal the most effective sites for
catalyst placement or the optimal configuration of ligands to stabilize
intermediates.

These strategies for lowering the reaction energy barrier are essential for
making the CO2 hydrogenation process viable in MOFs. By implementing
these approaches, we can significantly enhance the efficiency of HCOOH pro-
duction and contribute to advancing CO2 reduction technologies, thereby im-
proving the sustainability and efficiency of chemical processes.
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Appendix A corresponds to Chapter 3 of this thesis.
• The derivation of the equation for computing activity coefficients;
• Details on the calculation of HCOOH monomer and dimer partial pres-

sures in the gas phase;
• Information about the HCOOH models and force field parameters;
• Compositions and average box lengths of all studied systems;
• Excess chemical potentials for HCOOH and H2O obtained from the prob-

ability distribution of the scaling factor p(λ) as well as thermodynamic
integration;

• Activity coefficients and densities for HCOOH and H2O;
• Gibbs-Duhem integration test for four studied HCOOH/H2O force fields

as a function of the HCOOH mole fraction;
• Simulated HCOOH pressures in the gas phase;
• HCOOH dimer and monomer partial pressures in the gas phase.

1. ACTIVITY COEFFICIENTS

The chemical potential of component i in a mixture with respect to the ideal
gas reference state is described by [179, 378]:

µi = µ
◦

i +RT ln
⟨ρi⟩
ρ0

+ µex
i = µ

◦

i +RT ln
⟨ρi⟩
ρ0

−RT ln
p (λi = 1)

p (λi = 0)
(A.1)

where µ
◦

i is the reference state of the chemical potential of component i, which
depends on temperature but not on the pressure, ⟨ρi⟩ is the average number
density of i, ρ0 is the reference number density of the pure solvent (ρ0,HCOOH =

1.5 ·1028 m−3, and ρ0,H2O = 3.3 ·1028 m−3), µex
i is the excess chemical potential

of i, p(λi = 1) and p(λi = 0) are the probabilities of the scaling factor λi taking
the value 1 and 0, respectively. The chemical potential of component i in a
mixture for a liquid-based reference state is expressed by [378]:

µi = µ∗
i + kBT ln (γixi) (A.2)

where γi is the activity coefficients of component i and xi is a mole fraction of
component i. Combining Equations (A.1) and (A.2), the reference chemical
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potential µ∗
i is obtained for a pure component:

µ∗
i = µ

◦

i + kBT ln
⟨ρi⟩
ρ0

+ µex
0i (A.3)

where µ∗
i is the reference state of the chemical potential of component i, which

depends on temperature and pressure, µex
0i is the excess chemical potential

of i with respect to the ideal gas. Combining Equations (A.2) and (A.3) and
neglecting the pressure-dependence of µ∗

i , the chemical potential of component
i is:

µi = µ
◦

i + kBT ln
⟨ρi⟩
ρ0

+ µex
0i + kBT ln (γixi) (A.4)

The activity coefficient is obtained by combining Equations (A.1) and (A.4):

kBT ln
⟨ρi⟩
⟨ρ0i⟩

+ µex
i − µex

0i = kBT ln (γixi) (A.5)

γi =
⟨ρi⟩

xi · ⟨ρi0⟩
· exp

[
µex
i − µex

i0
kBT

]
(A.6)

The same result was obtained by Sadowski et al. [179]

2. HCOOH DIMER AND MONOMER PARTIAL PRESSURE
IN THE GAS PHASE

HCOOH monomer and dimer partial pressures in the gas phase are calculated
by [156]:

PM2
P 0 =

(
PM
P 0

)2

exp
[
2µex

M − µex
M2

RT

]
(A.7)

yM2 = 1− yM =
PM2
P

= 1− PM
P

(A.8)

Combining Equations (A.7) and (A.8), a quadratic equation is obtained:

1− yM
y2M

= exp
[
2µex

M − µex
M2

RT

]
· P

P 0 (A.9)

where yM2 is the HCOOH dimer vapor mole fraction, yM is the HCOOH
monomer vapor mole fraction, R is the ideal gas constant, T is temperature,
P is the HCOOH partial pressure in the gas phase, P0 is the standard pressure
(100 000 Pa) and µex

M2 and µex
M are the excess chemical potentials of a dimer

and monomer with respect to the ideal gas state, equal to -716.59 kJ mol-1

and -351 kJ mol-1, respectively [28]. All results for the HCOOH/H2O system
without the addition of NaCl are shown in Table A.12.
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Table A.1: Geometry for the HCOOH model optimized using Gaussian09 [171] at the
B3LYP/6-31G(d) level of theory.

Atom x/[Å] y/[Å] z/[Å]

Cfa1 0.133025 0.400057 0

Ofa1 -1.120802 -0.091884 0

Ofa2 1.139287 -0.262302 0

Hfa1 0.093278 1.498951 0

Hfa2 -1.039312 -1.065806 0

Table A.2: Interaction parameters for the formic acid FF-0 force field [174]. Lennard-
Jones interactions between different atoms are computed using the Lorentz-Berthelot mixing
rules [129]. It is important to note that there are exceptions/overrides to the use of the LB
mixing rules. For some atom pairs, a minimum distance between two atoms (Rmin) is
specified. For distances smaller than Rmin the interaction energy is ∞.

Atom σ /[Å] ϵ/kB /[K] q /[e−]
Cfa1 3.75 52.7999 0.52
Ofa1 3 85.51419 -0.53
Ofa2 2.96 105.72007 -0.44
Hfa1 2.42 7.57721 0
Hfa2 1 1 0.45

override
Atom pair σ /[Å] ϵ/kB /[K] Rmin /[Å]
Ofa2 - Hfa2 1.98 10.28202651 1.4
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Table A.3: Interaction parameters for the formic acid FF-1 force field [174]. It is important
to note that there are exceptions/overrides to the use of the LB mixing rules. For some atom
pairs, a minimum distance between two atoms (Rmin) is specified. For distances smaller than
Rmin the interaction energy is ∞.

Atom σ /[Å] ϵ/kB /[K] q /[e−]
Cfa1 3.64 43.29832 0.5148
Ofa1 2.91 69.39759 -0.5247
Ofa2 2.87 86.47637 -0.4356
Hfa1 2.35 6.13393 0
Hfa2 1 1 0.4455

override
Atom pair σ /[Å] ϵ/kB /[K] Rmin /[Å]
Ofa2 - Hfa2 1.935 9.299 1.4

Table A.4: Interaction parameters for the formic acid FF-2 force field [174], water
SPC/E [175], CO2 [176] and NaCl [177] force fields. It is important to note that there
are exceptions/overrides to the use of the LB mixing rules. For some atom pairs, a min-
imum distance between two atoms (Rmin) is specified. For distances smaller than Rmin the
interaction energy is ∞.

Atom σ /[Å] ϵ/kB /[K] q /[e−]
Cfa1 3.67 49.6728 0.52
Ofa1 2.94 80.46271 -0.53
Ofa2 2.9 99.34559 -0.44
Hfa1 2.37 7.09611 0
Hfa2 1 1 0.45

OSPCE 3.166 78.17706 -0.8476
HSPCE 0 0 0.4238
OCO2

3.017 85.671 -0.3256
CCO2

2.742 29.93 0.6512
Na 2.159 177.457 1
Cl 4.83 6.434 -1

overrides
Atom pair σ /[Å] ϵ/kB /[K] Rmin /[Å]

OCO2
- OSPCE 3.058 79.14 1.529

CCO2
- OSPCE 3.052 53.04 1.527

Ofa2 - Hfa2 1.95 9.967 1.4
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Table A.5: Interaction parameters for the formic acid FF-3 force field [172].

Atom σ /[Å] ϵ/kB /[K] q /[e−]
Cfa1 3.2335 59.993 0
Ofa1 3.1496 85.053 -0.31574
Ofa2 2.9953 96.696 -0.42186
Hfa1 0 0 0.29364
Hfa2 0 0 0.44396

Table A.6: Compositions and average box volumes of all 7 systems simulated for the
Gibbs-Duhem integration test. The HCOOH FF-2 force field [174] and water SPC/E force
field [175] were used.

xHCOOH NHCOOH NH2O V box/[Å3]

0 0 400 12053.37

0.1 40 360 13391.47

0.3 120 280 16324.03

0.5 200 200 19186.16

0.7 280 120 21981.36

0.9 360 40 24690.59

1 400 0 26031.60
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Table A.7: Compositions and average box volumes for all 28 systems simulated for the
computation of Henry coefficients of CO2. HCOOH pseudo-mole fractions were used, which
are defined by: xHCOOH = NHCOOH

NHCOOH+NH2O
. For each HCOOH pseudo-mole fraction, four

concentrations of NaCl are considered: 0, 0.25, 0.5, 0.75 mol NaCl per kilogram of solvent
(H2O + HCOOH).

xHCOOH NHCOOH NH2O N NaCl V box/[Å3]

0

0 400 0 12115.11
0 400 2 12147.29
0 400 4 12206.27
0 400 5 12223.00

0.1

40 360 0 13471.09
40 360 2 13513.98
40 360 4 13582.70
40 360 6 13633.51

0.3

120 280 0 16378.56
120 280 3 16472.98
120 280 5 16536.55
120 280 8 16654.32

0.5

200 200 0 19271.93
200 200 3 19371.17
200 200 6 19467.67
200 200 10 19605.28

0.7

280 120 0 22040.87
280 120 4 22171.52
280 120 8 22347.01
280 120 11 22477.45

0.9

360 40 0 24752.86
360 40 4 24916.40
360 40 9 25141.52
360 40 13 25345.05

1

400 0 0 26100.08
400 0 5 26279.19
400 0 9 26538.52
400 0 14 26779.70
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Fig. A.1. Gibbs-Duhem integration test for the four studied HCOOH/H2O force fields FF-0
(Table A.2) [174], FF-1 (Table A.3) [174], FF-2 (Table A.4) [174] and FF-3 (Table A.5) [172]
as a function of the mole fraction of HCOOH. The symbols represent data points for ln

(
γ1
γ2

)
obtained from the simulations for xHCOOH = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1. The lines connecting
the symbols are cubic polynomials (for FF-1, FF-2, FF-3) and quartic polynomial (for FF-0).
The 101 data points for ln

(
γ1
γ2

)
in a range xHCOOH ∈ [0, 1] were obtained by interpolating

the computed values with the use of polynomials. All the studied force fields resulted in the
Gibbs-Duhem integral equals to zero within the error bars. The results for the Gibbs-Duhem
integration test were as follows:
• FF-0: -0.08 ± 0.10,
• FF-1: -0.01 ± 0.13,
• FF-2: 0.03 ± 0.11,
• FF-3: -0.02 ± 0.16.
The uncertainties of the Gibbs-Duhem integrals were calculated using error propagation
rules, see Eqs. 3.7-3.9 of Chapter 3.
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Table A.9: Average values of activity coefficients for HCOOH and H2O, computed based on
the values of µex of HCOOH and H2O from the probability distribution of λ. The HCOOH
FF-0, FF-1, FF-2 and FF-3 force fields [172, 174] and water SPC/E force field [175] were
used. T = 298 K and P = 1 bar. The listed values depend on the compound mole fraction in
the system. The subscripts show uncertainties computed as the standard deviation obtained
from 5 independent simulations. The activity coefficients at the limit xi = 0 are calculated
for 1 theoretical molecule of compound i in the system.

FF-0 FF-1
xi γHCOOH γH2O γHCOOH γH2O
0 11.96 2.30.3 4.31 1.20.4

0.1 3.60.3 1.90.2 2.10.3 1.10.2
0.3 1.40.2 1.80.2 1.10.2 1.30.2
0.5 1.20.1 1.710.05 0.90.1 1.30.1
0.7 1.00.1 1.30.1 1.010.09 1.20.1
0.9 0.90.1 1.110.09 1.000.09 1.10.1
1 1 1 1 1

FF-2 FF-3
xi γHCOOH γH2O γHCOOH γH2O
0 5.60.5 1.80.9 2.30.6 1.10.2

0.1 3.20.5 1.60.1 1.30.1 1.20.1
0.3 1.40.1 1.50.2 1.10.2 1.10.1
0.5 1.10.1 1.50.2 0.90.1 1.20.1
0.7 1.010.04 1.30.2 1.10.1 1.10.1
0.9 1.10.1 1.110.07 1.00.3 1.00.1
1 1 1 1 1
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Table A.10: Average number densities in units of mol m-3 for HCOOH and H2O, computed
from the probability distribution of λ route of CFCMC simulations. The HCOOH FF-0,
FF-1, FF-2 and FF-3 force fields [172, 174] and water SPC/E force field [175] were used.
T = 298 K and P = 1 bar. The listed values depend on the compound mole fraction in the
system. The subscripts show uncertainties computed as the standard deviation obtained
from 5 independent simulations. The densities at the limit xi = 0 are calculated for 1
theoretical molecule of the compound i in the system.

FF-0 FF-1
xi ρHCOOH ρH2O ρHCOOH ρH2O
0 137.90.2 61.470.01 137.80.1 62.970.04

0.1 4919.39.8 2595.81.8 4959.88.1 2660.83.4
0.3 11998.17.7 8785.910 12185.019 8990.85.3
0.5 16877.917 16876.217 17196.528 17194.828
0.7 20502.524 27992.718 20980.512 28428.944
0.9 23364.616 44269.388 23949.631 44633.873
1 24595.95.5 55157.863 25196.716 55147.558

FF-2 FF-3
xi ρHCOOH ρH2O ρHCOOH ρH2O
0 137.70.2 63.780.02 137.70.2 72.70.1

0.1 4961.28.2 2690.42.5 5067.27.7 3045.52.1
0.3 12209.920 9066.33.1 13034.317 10142.94.5
0.5 17313.816 17312.116 19003.711 19001.811
0.7 21156.77.1 28486.948 23669.211 30410.339
0.9 24216.523 44646.873 27412.019 45600.369
1 25520.79.8 55114.591 29086.522 55091.961
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Fig. A.2. Visualization of a pure HCOOH system configuration in the gas phase at T =
360 K, P = 0.7 bar, using the VMD software [379]. The HCOOH FF-2 force field [174] was
used. The presence of dimers was confirmed and visualized within all the HCOOH molecules
present in the gas phase. A typical example of a dimer is highlighted in red, and its enlarged
image is shown in the lower right corner.
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Table A.11: Comparison of the saturated vapor pressures of pure HCOOH (computed
from series of NPT simulations of the vapor phase and calculated using the liquid phase
properties from Gibbs Ensemble simulations) with experimental values [172], as a function
of temperature. The HCOOH FF-2 force field [174] and water SPC/E force field [175] were
used. The subscripts show uncertainties computed as the standard deviation obtained from
five independent Gibbs Ensemble simulations. The uncertainties of the pure HCOOH vapor
pressures computed from a series of NPT simulations (PHCOOH,sim) and calculated using
Eq. 10, are close to zero due to the small number of molecules in the vapor phase.

T/[K] PHCOOH,sim/[MPa] PHCOOH,calc/[MPa] PHCOOH,exp/[MPa]
335 0.0190.003 0.0370.022 0.027
360 0.0570.013 0.0770.03 0.066
385 0.2200.02 0.1760.031 0.140
410 0.4430.024 0.3430.008 0.269
435 0.6940.09 0.5730.013 0.480
460 1.2320.124 0.9470.02 0.803
485 1.7200.06 1.4310.014 1.275
510 2.8190.313 2.0860.01 1.937
535 3.3810.205 2.9220.023 2.839
560 4.8720.189 3.9880.036 4.036
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Fig. A.3. The azeotropic behavior of the HCOOH/H2O system without addition of NaCl:
(a) total pressure of the vapor (PH2O + PHCOOH) as a function of the mole fractions of
HCOOH in the vapor and liquid, (b) mole fraction of HCOOH in the liquid phase as a
function of vapor mole fraction. The lines connecting the symbols are used to guide the
eye. The simulated HCOOH/H2O systems show a low-boiling azeotrope behavior in sharp
contrast to the high-boiling azeotrope obtained from NRTL-HOC calculations [17]. The
uncertainties were computed as the standard deviation from five independent simulations.
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Fig. A.4. Visualization of a HCOOH/H2O/CO2/NaCl system configuration at T = 298
K, P = 1 bar, using the VMD software [379]. The pseudo-mole fraction of HCOOH in
the system was xHCOOH = 1 and the concentration of NaCl added was 0.75 mol NaCl per
kilogram of solvent (HCOOH + H2O). The HCOOH FF-2 force field [174], water SPC/E
force field [175], CO2 force field [176] and NaCl [177] force field were used. The presence
of dimers was confirmed in the gas phase. A typical example of a dimer is highlighted in
green, and its enlarged image is shown in the lower right corner.

Table A.12: The HCOOH dimer and monomer partial pressures in the gas phase calcu-
lated for the HCOOH/H2O system without the addition of NaCl. The HCOOH FF-2 force
field [174], water SPC/E force field [175] and CO2 force field [176] were used. The subscripts
show uncertainties computed using error propagation rules. The calculated dimer partial
pressures of the vapor are found to be approximately 2 - 4 times higher than monomer par-
tial pressures, confirming that the non-ideal dimer formation behavior is the reason, why the
studied model does not reproduce vapor pressures and azeotropic behavior more precisely
than the order of magnitude.

xHCOOH PHCOOH/[Pa] PM2/[Pa] PM/[Pa]
0.1 1615.7196.3 1070.98.9 544.88.9
0.3 2510.4304.8 1803.511.6 706.911.6
0.5 2946.6284.6 2171.08.1 775.68.1
0.7 4271.5543.6 3313.317.3 958.217.3
0.9 5422.1236.5 4327.12.3 1095.02.3
1 5678.2 4554.7 1123.5





Appendix B

Appendix B corresponds to Chapter 4 of this thesis.

• Information about the ideal-gas partition functions of CO2, H2, and
HCOOH at 298.15 - 800 K;

• The validation of ideal-gas partition functions - the equilibrium compos-
ition of syngas obtained by co-feeding HCOOH to the steam reforming
of methane reaction at 1 bar, H2O:CH4 = 1 and HCOOH:H2O = 0.5;

• Geometries for the CO2, H2, and HCOOH models;
• Cell parameters for UiO-66, Cu-BTC, and IRMOF-1;
• Mole fractions of CO2, H2, and HCOOH obtained from Continuous Frac-

tional Component Monte Carlo simulations in the Reaction Ensemble at
298.15 - 800 K, and 1 - 60 bar;

• Fugacity coefficients of CO2, H2, and HCOOH computed using the Peng-
Robinson equation of state at 298.15 - 800 K, and 1 - 60 bar;

• Mole fractions of CO2, H2, and HCOOH obtained from grand-canonical
Monte Carlo simulations at 298.15 - 800 K, and 1 - 60 bar;

• Enthalpy of adsorption at infinite dilution of CO2, H2, and HCOOH in
Cu-BTC, and IRMOF-1;

• Radial distribution functions for HCOOH and metal centers in UiO-66,
Cu-BTC, and IRMOF-1.
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Table B.1: Ideal-gas partition functions for CO2, H2 and HCOOH at 298.15 - 800 K.
The values were calculated based on the vibrational and rotational experimental data from
the NIST database [232–236]. Λi is the thermal wavelength. For the details about the
computation of ideal gas partition functions, the reader is referred to the book by McQuarrie
et al. [156].

CO2 H2 HCOOH

T/[K] ln(q/Λ3) ln(q/Λ3) ln(q/Λ3)

298.15 655.94 175.86 825.14
350 560.90 150.44 705.67
400 492.66 132.22 619.89
500 397.26 106.79 500.00
600 333.81 89.92 420.29
700 288.60 77.93 363.52
800 254.78 68.99 321.08
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Fig. B.1. Equilibrium composition of syngas as a function of temperature obtained by
co-feeding HCOOH to the steam reforming of methane reaction [41] at 1 bar, H2O:CH4 =
1 and HCOOH:H2O = 0.5. The simulated reactions are:

CH4 +H2O ⇄ CO+ 3H2

CO2 +H2 ⇄ HCOOH ⇄ H2O+CO

The lines connecting the symbols are used to guide the eye. The mole fractions of H2,
CO, CH4, H2O, CO2, and HCOOH are computed from Rx/CFC simulations [142], using
ideal-gas partition functions from Table B.1. Ideal gas behavior was assumed. The obtained
mole fractions were compared to the equilibrium composition of syngas from the study of
Rahbari et al. [41]. The uncertainties of the computed mole fractions were calculated as the
standard deviations from five independent simulations, performed using Brick-CFCMC [143,
152]. The resulting mole fractions differ from the literature by ca. 4%, meaning that the
validation was successful.
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Table B.2: Geometries of the CO2 [176], and H2 [243].

Atom x/[Å] y/[Å] z/[Å]

OCO2
0 0 1.149

CCO2
0 0 0

OCO2
0 0 -1.149

HH2
0 0 0.37

Hcom 0 0 0
HH2

0 0 -0.37

Table B.3: Cell parameters for UiO-66 [238], Cu-BTC [109] and IRMOF-1 [81].

MOF a/[Å] b/[Å] c/[Å] α/[◦] β/[◦] γ/[◦] V /[Å3]

UiO-66 41.4008 41.4008 41.4008 90 90 90 70962.1

Cu-BTC 26.343 26.343 26.343 90 90 90 18280.8

IRMOF-1 25.832 25.832 25.832 90 90 90 17237.5
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Fig. B.2. Pore size distribution of UiO-66, Cu-BTC, and IRMOF-1 frameworks, computed
using the RASPA software package [94, 95] at 298.15 K. There are two types of micropores
with a diameter at 3.5 Å and 7 Å present in the UiO-66. Cu-BTC is characterized by larger
micropores with diameters at 5, 11, and 13 Å. The diameters of micropores in IRMOF-1
are at 11 Å and 15 Å.
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Table B.4: Mole fractions of CO2, H2, and HCOOH obtained from Continuous Fractional
Component Monte Carlo simulations [139–141] in the Reaction Ensemble [135, 136, 142] in
the bulk-phase at 298.15 - 800 K and 1 - 60 bar. The initial compositions of the systems
consist of equal numbers of CO2 and H2 molecules (200) according to the stoichiometry of
the CO2 hydrogenation reaction:

CO2 +H2 ⇄ HCOOH

The subscripts show uncertainties computed using error propagation rules, see Eqs. 4.5
and 4.6.

P/[bar] T/[K] xCO2,H2
xHCOOH / 10−6

1

298.15 0.499999991·10−8 0.0170.008
400 0.499999982·10−8 0.040.01
500 0.499999952·10−8 0.100.02
600 0.499999933·10−8 0.140.02
700 0.499999914·10−8 0.170.03
800 0.499999914·10−8 0.180.03

5

298.15 0.499999964·10−8 0.080.03
400 0.499999883·10−8 0.240.02
500 0.499999799·10−8 0.420.07
600 0.499999667·10−8 0.680.05
700 0.49999961·10−7 0.80.1
800 0.499999509·10−8 1.000.07

10

298.15 0.499999943·10−8 0.130.03
400 0.499999773·10−8 0.460.02
500 0.499999564·10−8 0.880.03
600 0.499999358·10−8 1.300.06
700 0.49999921·10−7 1.60.1
800 0.49999901·10−7 1.920.09

15

298.15 0.499999884·10−8 0.240.03
400 0.499999676·10−8 0.660.05
500 0.49999941·10−7 1.30.1
600 0.49999912·10−7 1.90.1
700 0.49999881·10−7 2.40.1
800 0.49999862·10−7 2.70.1

20

298.15 0.499999874·10−8 0.250.03
400 0.499999523·10−8 0.960.03
500 0.499999167·10−8 1.680.06
600 0.49999882·10−7 2.50.1
700 0.49999841·10−7 3.20.1
800 0.49999813·10−7 3.80.2
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25

298.15 0.499999837·10−8 0.350.05
400 0.49999951·10−7 1.00.1
500 0.49999892·10−7 2.10.1
600 0.49999842·10−7 3.10.1
700 0.49999801·10−7 3.930.09
800 0.49999771·10−7 4.70.1

30

298.15 0.499999845·10−8 0.330.04
400 0.49999931·10−7 1.380.08
500 0.49999872·10−7 2.50.1
600 0.49999812·10−7 3.80.2
700 0.49999762·10−7 4.80.2
800 0.49999732·10−7 5.50.2

40

298.15 0.499999728·10−8 0.560.06
350 0.49999952·10−7 1.10.1
400 0.499999098·10−8 1.820.06
500 0.49999832·10−7 3.40.2
600 0.49999762·10−7 4.70.1
700 0.49999692·10−7 6.20.2
800 0.49999643·10−7 7.20.2

50

298.15 0.49999963·10−7 0.80.2
350 0.49999932·10−7 1.30.2
400 0.49999891·10−7 2.100.09
500 0.49999801·10−7 4.10.1
600 0.49999703·10−7 6.00.2
700 0.49999623·10−7 7.60.2
800 0.49999543·10−7 9.10.3

60

298.15 0.49999961·10−7 0.90.1
350 0.499999209·10−8 1.610.07
400 0.49999872·10−7 2.60.1
500 0.49999752·10−7 4.90.2
600 0.499996507·10−8 7.010.06
700 0.49999543·10−7 9.30.2
800 0.49999463·10−7 10.90.2
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Table B.5: Fugacity coefficients of CO2, H2, and HCOOH computed using the Peng-
Robinson equation of state [157] at 298.15 - 800 K and 1 - 60 bar. The fugacity coefficients
obtained from the NIST Standard Reference Database REFPROP [239] were listed for com-
parison.

P/[bar] T/[K] φCO2
φH2

φHCOOH φREFPROP,CO2
φREFPROP,H2

1

298.15 0.995 1.001 0.983 0.996 1.003
400 0.998 1.001 0.993 0.999 1.001
500 0.999 1.000 0.997 0.999 1.001
600 1.000 1.000 0.998 1.000 1.001
700 1.000 1.000 0.999 1.000 1.000
800 1.000 1.000 1.000 1.000 1.000

5

298.15 0.978 1.006 0.919 0.981 1.008
400 0.992 1.003 0.965 0.993 1.005
500 0.997 1.002 0.984 0.997 1.004
600 0.999 1.002 0.992 0.999 1.003
700 1.000 1.001 0.997 1.000 1.002
800 1.001 1.001 0.999 1.001 1.002

10

298.15 0.956 1.013 0.845 0.961 1.017
400 0.983 1.007 0.932 0.986 1.010
500 0.994 1.005 0.968 0.994 1.007
600 0.998 1.003 0.985 0.999 1.005
700 1.000 1.003 0.993 1.001 1.004
800 1.001 1.002 0.998 1.002 1.004

15

298.15 0.934 1.019 0.776 0.943 1.026
400 0.975 1.010 0.900 0.979 1.015
500 0.991 1.007 0.952 0.992 1.010
600 0.997 1.005 0.977 0.998 1.008
700 1.001 1.004 0.990 1.001 1.006
800 1.002 1.003 0.997 1.002 1.005

20

298.15 0.914 1.026 0.713 0.924 1.035
400 0.967 1.014 0.869 0.972 1.020
500 0.988 1.009 0.937 0.989 1.014
600 0.997 1.007 0.970 0.997 1.011
700 1.001 1.005 0.987 1.001 1.009
800 1.003 1.005 0.997 1.003 1.007

25

298.15 0.893 1.033 0.655 0.906 1.044
400 0.960 1.017 0.840 0.965 1.025
500 0.985 1.011 0.922 0.987 1.017
600 0.996 1.008 0.962 0.996 1.013
700 1.001 1.007 0.984 1.001 1.011
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800 1.004 1.006 0.996 1.004 1.009

30

298.15 0.873 1.040 0.602 0.888 1.053
400 0.952 1.021 0.812 0.958 1.030
500 0.982 1.014 0.908 0.984 1.021
600 0.995 1.010 0.955 0.996 1.016
700 1.001 1.008 0.981 1.002 1.013
800 1.004 1.007 0.995 1.005 1.011

40

298.15 0.835 1.054 0.508 0.854 1.072
350 0.900 1.037 0.658 0.912 1.051
400 0.937 1.028 0.759 0.945 1.040
500 0.976 1.018 0.880 0.979 1.028
600 0.993 1.013 0.942 0.995 1.021
700 1.002 1.011 0.975 1.002 1.017
800 1.006 1.009 0.994 1.007 1.014

50

298.15 0.798 1.069 0.429 0.821 1.091
350 0.877 1.047 0.594 0.892 1.065
400 0.922 1.035 0.711 0.932 1.050
500 0.970 1.023 0.854 0.974 1.035
600 0.992 1.017 0.929 0.993 1.027
700 1.002 1.013 0.970 1.003 1.021
800 1.008 1.011 0.993 1.008 1.018

60

298.15 0.764 1.085 0.363 0.789 1.112
350 0.855 1.057 0.538 0.872 1.078
400 0.908 1.042 0.666 0.919 1.061
500 0.965 1.027 0.829 0.969 1.042
600 0.991 1.020 0.916 0.992 1.032
700 1.003 1.016 0.964 1.004 1.026
800 1.009 1.014 0.992 1.010 1.021
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Table B.6: Mole fractions of CO2, H2, and HCOOH obtained from grand-canonical Monte
Carlo ensemble simulations in the UiO-66 framework at 298.15 - 800 K and 1 - 60 bar.
The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained from the
Continuous Fractional Component Monte Carlo simulations in the Reaction Ensemble were
used in the GCMC simulations as input. The subscripts show uncertainties computed using
error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.9940.006 0.00580.0004 2.22.9
400 0.9670.015 0.0330.002 0.030.06
500 0.9190.017 0.0810.003 0.92.6
600 0.8570.015 0.1430.004 00
700 0.7950.011 0.2050.006 00
800 0.7450.022 0.2550.012 15.042

5

298.15 0.9940.004 0.00630.0001 14.74.6
400 0.9630.008 0.03680.0004 1.81.9
500 0.9150.011 0.0850.001 1.23.3
600 0.8570.012 0.1430.003 0.20.6
700 0.7980.018 0.2020.003 4.77.4
800 0.7420.011 0.2580.004 6.112

10

298.15 0.9940.006 0.00620.0002 23.511
400 0.9610.007 0.0390.001 7.76.4
500 0.9130.006 0.0870.001 11.48.8
600 0.8540.009 0.1460.002 11.013
700 0.7960.006 0.2040.002 7.26.5
800 0.7420.010 0.2580.003 6.29.4

15

298.15 0.9930.002 0.00660.0001 57.210
400 0.9590.007 0.04110.0002 8.36.8
500 0.9100.005 0.0900.001 10.08.4
600 0.8510.007 0.1490.002 9.28.3
700 0.7940.005 0.2060.002 9.311
800 0.7400.007 0.2600.004 2.93.8

20

298.15 0.9930.004 0.00710.0002 75.864
400 0.9570.003 0.04330.0002 8.75.0
500 0.9070.007 0.0930.001 12.69.8
600 0.8500.007 0.1500.001 9.45.1
700 0.7920.005 0.2080.002 11.06.4
800 0.7380.009 0.2620.004 14.36.8

25

298.15 0.9920.002 0.007510.00004 79.127
400 0.9560.005 0.0440.001 15.48.6
500 0.9050.002 0.0950.001 12.88.7
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600 0.8470.008 0.1530.002 12.27.4
700 0.7900.009 0.2100.002 11.35.8
800 0.7380.005 0.2620.002 12.714

30

298.15 0.9920.003 0.00800.0005 63.743
400 0.9540.004 0.04600.0005 19.26.1
500 0.9030.005 0.0970.001 16.04.0
600 0.8460.004 0.1540.001 18.811
700 0.7880.007 0.2120.003 13.54.8
800 0.7370.008 0.2630.003 19.13.8

40

298.15 0.9910.004 0.00910.0002 156.024
350 0.9750.004 0.0250.001 36.517
400 0.9510.004 0.04850.0003 19.87.0
500 0.8980.005 0.1020.001 15.76.6
600 0.8420.003 0.1580.001 20.28.1
700 0.7870.008 0.2130.003 22.64.0
800 0.7340.007 0.2660.003 19.64.1

50

298.15 0.9900.003 0.0100.001 162.359
350 0.9740.006 0.0260.001 44.517
400 0.9490.005 0.05100.0004 24.47.1
500 0.8950.004 0.10530.0005 20.25.3
600 0.8380.003 0.1620.001 28.210
700 0.7830.007 0.2170.002 27.86.5
800 0.7320.002 0.2680.002 27.27.1

60

298.15 0.9890.003 0.0110.001 152.261
350 0.9730.003 0.02700.0002 54.813
400 0.9470.002 0.0530.001 31.29.0
500 0.8910.003 0.1090.001 25.97.4
600 0.8350.003 0.1650.001 33.816
700 0.7800.004 0.2200.001 29.13.6
800 0.7300.004 0.2700.002 31.07.1
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Fig. B.3. HCOOH mole fractions computed from GCMC simulations in UiO-66 framework.
The mole fractions of HCOOH computed from the Rx/CFC simulations are used as an input
for GCMC ensemble. The simulations were carried out at 298.15 - 800 K and 1 - 60 bar.
The mole fractions of HCOOH increase with pressure and decrease with the increasing
temperature.

Table B.7: The energy of adsorption at infinite dilution of the guest H2 molecules (∆U)
inside the host-frameworks UiO-66, Cu-BTC, and IRMOF-1 at 298.15 - 800 K, calculated
from Eq. 4.7. The adsorption energy of hydrogen decreases (in absolute value) with in-
creasing temperature. The linear behavior of the heat of adsorption (∆H) at increasing
temperature results from the fact that the increment of RT is larger than the reduction of
∆U . The subscripts show uncertainties computed by the RASPA software package [94, 95].

MOF T/[K] ∆U/[kJ mol−1] ∆H/[kJ mol−1]

UiO-66

298.15 -4.6530.005 -7.1320.005
400 -4.3400.007 -7.6660.007
600 -3.870.01 -8.860.01
800 -3.4650.005 -10.1170.005

Cu-BTC

298.15 -3.520.01 -6.000.01
400 -3.120.01 -6.440.01
600 -2.6980.006 -7.6870.006
800 -2.4320.009 -9.0840.009

IRMOF-1

298.15 -2.1760.002 -4.6550.002
400 -1.9950.003 -5.3210.003
600 -1.7770.005 -6.7660.005
800 -1.6250.004 -8.2770.004
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Fig. B.4. Visualization of: (a) CO2, H2 and HCOOH molecules adsorbed in the UiO-66
unit cell at T = 298.15 K, P = 60 bar. The CO2 molecule interacting with an H atom
of the framework is highlighted using a yellow circle, (b) close-up of the CO2 molecule
interacting with the H atom of the UiO-66 framework at T = 298.15 K, P = 60 bar. The
distance between O atom of the CO2 molecule and the H atom of the framework is 3.169
Å. Hydrogen bond formation between O atom of the CO2 molecule and the H atom of the
framework is possible, as the distance between donor and acceptor atoms is defined in the
literature as 2.7 - 3.3 Å [380]. The visualization is created using iRASPA [38].
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Table B.8: Mole fractions of CO2, H2, and HCOOH obtained from grand-canonical Monte
Carlo ensemble simulations in the Cu-BTC framework at 298.15 - 800 K and 1 - 60 bar.
The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained from the
Continuous Fractional Component Monte Carlo simulations in the Reaction Ensemble were
used in the GCMC simulations as input. The subscripts show uncertainties computed using
error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.9870.010 0.01300.0004 11.49.4
400 0.9370.021 0.0630.002 0.30.3
500 0.8620.007 0.1380.002 1.21.4
600 0.7880.007 0.2120.003 00
700 0.7270.004 0.2730.001 00
800 0.6800.004 0.3200.001 00

5

298.15 0.9890.005 0.01100.0001 122.79.6
400 0.9350.002 0.06550.0005 8.42.3
500 0.8600.004 0.1400.001 7.54.7
600 0.7870.003 0.2130.001 8.43.5
700 0.7280.003 0.2720.001 1.41.9
800 0.6810.002 0.3190.002 0.20.4

10

298.15 0.9920.001 0.00780.0001 343.523
400 0.9320.002 0.06750.0004 22.24.8
500 0.8590.002 0.14150.0004 12.93.7
600 0.7860.003 0.2140.001 5.32.3
700 0.7270.002 0.2730.001 7.33.4
800 0.6810.002 0.3190.001 7.12.9

15

298.15 0.9920.002 0.00700.0001 650.650
400 0.9320.004 0.0680.001 48.815
500 0.8580.001 0.1420.001 15.65.8
600 0.7860.002 0.21370.0005 9.83.0
700 0.7270.002 0.2730.001 8.72.3
800 0.6800.002 0.3200.001 5.42.6

20

298.15 0.9920.003 0.00700.0001 622.534
400 0.9320.002 0.06750.0002 47.64.7
500 0.8570.001 0.14320.0004 21.32.1
600 0.7850.003 0.2150.001 14.67.0
700 0.7270.001 0.27340.0002 11.93.1
800 0.6800.002 0.3200.001 10.51.6

25

298.15 0.9920.003 0.00700.0001 885.0210
400 0.9330.004 0.06680.0004 50.07.0
500 0.8560.002 0.14440.0005 22.14.5
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600 0.7850.001 0.2150.001 18.51.6
700 0.7260.001 0.2740.001 16.42.4
800 0.6800.001 0.3200.001 12.41.2

30

298.15 0.9920.001 0.007230.00004 801.278
400 0.9340.004 0.06630.0003 62.713
500 0.8550.002 0.14490.0003 28.02.8
600 0.7840.002 0.2160.001 20.43.0
700 0.7260.002 0.2740.001 18.12.4
800 0.6800.001 0.3200.001 12.92.7

40

298.15 0.9910.001 0.00790.0001 1343.289
350 0.9720.001 0.02750.0001 290.46.4
400 0.9350.002 0.06500.0004 95.514
500 0.8540.002 0.14570.0005 44.84.7
600 0.7830.001 0.21680.0005 22.92.7
700 0.7250.001 0.27470.0004 21.91.1
800 0.6800.002 0.3200.001 18.41.4

50

298.15 0.9900.001 0.00860.0001 1623.789
350 0.9720.001 0.02770.0004 331.832
400 0.9360.002 0.06430.0002 119.56.4
500 0.8540.001 0.14630.0002 48.53.9
600 0.7820.003 0.2180.001 34.15.3
700 0.7240.002 0.27580.0005 27.71.8
800 0.6790.001 0.32110.0004 24.12.4

60

298.15 0.9890.001 0.00920.0003 1569.251
350 0.9720.001 0.02790.0002 389.122
400 0.9360.002 0.06400.0002 145.26.6
500 0.8530.002 0.14700.0003 55.23.5
600 0.7810.002 0.21900.0004 36.93.5
700 0.7230.001 0.27670.0003 32.84.9
800 0.6780.001 0.3220.001 29.41.5
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Table B.9: Mole fractions of CO2, H2, and HCOOH obtained from grand-canonical Monte
Carlo ensemble simulations in the IRMOF-1 framework at 298.15 - 800 K and 1 - 60 bar.
The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained from the
Continuous Fractional Component Monte Carlo simulations in the Reaction Ensemble were
used in the GCMC simulations as input. The subscripts show uncertainties computed using
error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.9250.006 0.07460.0004 0.10.1
400 0.8230.001 0.1770.001 00
500 0.7430.004 0.2570.002 00
600 0.6880.004 0.3120.002 00
700 0.6480.004 0.3520.003 00
800 0.6180.002 0.3820.002 00

5

298.15 0.9320.002 0.06800.0005 3.74.1
400 0.8250.003 0.1750.001 1.92.5
500 0.7440.003 0.2560.001 1.21.3
600 0.6880.001 0.3120.001 1.51.9
700 0.6470.002 0.3530.001 0.91.3
800 0.6170.002 0.3830.002 0.91.8

10

298.15 0.9420.003 0.05770.0005 4.82.1
400 0.8270.003 0.17340.0005 1.91.4
500 0.7450.002 0.2550.001 2.81.3
600 0.6880.002 0.3120.001 3.51.4
700 0.6470.001 0.3530.001 2.11.9
800 0.6170.002 0.3830.001 3.51.8

15

298.15 0.9540.002 0.04600.0003 10.22.8
400 0.8280.002 0.17160.0004 3.10.7
500 0.7450.002 0.2550.001 4.00.8
600 0.6880.001 0.3120.001 4.31.1
700 0.6470.001 0.3530.001 4.22.4
800 0.6170.002 0.3830.001 5.11.4

20

298.15 0.9650.004 0.03540.0002 11.22.9
400 0.8300.002 0.1700.001 4.61.2
500 0.7450.002 0.2550.001 3.61.1
600 0.6870.002 0.3130.001 5.01.7
700 0.6460.002 0.3540.001 6.81.2
800 0.6160.001 0.3840.001 6.01.1

25

298.15 0.9720.003 0.02850.0001 21.67.3
400 0.8310.002 0.16900.0004 5.41.3
500 0.7460.001 0.25440.0005 6.31.7



APPENDIX B 203

600 0.6870.001 0.3130.001 7.81.5
700 0.6460.001 0.3540.001 8.22.4
800 0.6170.001 0.38340.0005 6.91.8

30

298.15 0.9750.001 0.02480.0001 23.58.0
400 0.8330.003 0.1670.001 7.01.2
500 0.7460.002 0.2540.001 9.21.4
600 0.6870.001 0.31270.0004 7.80.6
700 0.6470.001 0.3530.001 7.12.7
800 0.6170.001 0.3830.001 9.02.9

40

298.15 0.9780.001 0.02240.0002 47.912
350 0.9020.001 0.09760.0002 12.42.3
400 0.8360.001 0.16390.0003 10.73.0
500 0.7460.001 0.2540.001 8.91.2
600 0.6870.001 0.3130.001 10.02.1
700 0.6460.001 0.3540.001 12.11.7
800 0.6160.001 0.3840.001 11.62.9

50

298.15 0.9780.001 0.02170.0001 64.821
350 0.9080.001 0.09180.0003 16.32.6
400 0.8390.001 0.16140.0004 12.51.8
500 0.7460.002 0.2540.001 11.61.8
600 0.6870.001 0.3130.001 14.01.5
700 0.6460.001 0.3540.001 15.32.2
800 0.6160.001 0.3840.001 15.11.9

60

298.15 0.9780.001 0.02210.0002 57.57.7
350 0.9130.002 0.08710.0003 19.33.0
400 0.8420.001 0.15850.0003 15.82.9
500 0.7460.001 0.25380.0003 15.01.7
600 0.6860.001 0.3140.001 16.52.7
700 0.6450.002 0.3550.001 15.01.0
800 0.6150.001 0.3850.001 20.13.3
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Fig. B.5. HCOOH mole fractions computed from GCMC simulations in Cu-BTC frame-
work. The mole fractions of HCOOH computed from the Rx/CFC simulations are used as
an input for GCMC ensemble. The simulations were carried out at 298.15 - 800 K and 1 - 60
bar. The mole fractions of HCOOH increase with pressure and decrease with the increasing
temperature.
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Fig. B.6. HCOOH mole fractions computed from GCMC simulations in IRMOF-1 frame-
work. The mole fractions of HCOOH computed from the Rx/CFC simulations are used as
an input for GCMC ensemble. The simulations were carried out at 298.15 - 800 K and 1 - 60
bar. The mole fractions of HCOOH increase with pressure and decrease with the increasing
temperature.



206 APPENDIX B

 0

 500

 1000

 1500

 2000

 300  400  500  600  700  800

x
H

C
O

O
H

 /
 1

0
-6

T / [K]

UiO-66
IRMOF-1
Cu-BTC

gas phase
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Fig. B.8. Isosteric heat of adsorption of CO2, H2 and HCOOH at 298.15 - 800 K in Cu-BTC.
The isosteric heat of adsorption of HCOOH decreases with increasing temperature. The
energy state of HCOOH on the adsorbent surface increases, leading to weaker interactions
between the framework and adsorbate. The increase of temperature causes the decrease
in the enthalpy of adsorption of CO2. The opposite effect is for H2, which enthalpy of
adsorption increases with temperature. The error bars are smaller than the size of the
symbols.
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Fig. B.9. Isosteric heat of adsorption of CO2, H2 and HCOOH at 298.15 - 800 K in IRMOF-
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Fig. B.10. Radial distribution functions for HCOOH and the zirconium metal center in
UiO-66 at 298.15 K. The preferential orientation of HCOOH molecule with respect to the
metal center is by a double bonded Ofa2 atom, within a distance of 3 Å. The simulation
was performed using the RASPA software package [94, 95].
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Appendix C

Appendix C corresponds to Chapter 5 of this thesis.

• Cell parameters for M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn);
• Lennard-Jones and Coulombic interaction potentials for CO2, H2 and

M-MOF-74 frameworks;
• Parameters of the dual-site Langmuir-Freundlich model for CO2 and H2,

obtained from RUPTURA;
• Adsorption isotherms of H2 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn,

Zn), and the corresponding enthalpy of adsorption obtained from grand-
canonical Monte Carlo simulations at 77 K and 10−5 - 102 kPa;

• Henry coefficients computed from the adjusted force field using Widom’s
test particle insertions at 77 K, compared to the coefficients calculated
from the slope of experimental isotherms in the linear region at low
pressures;

• Adsorption isotherms of H2 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn,
Zn) obtained from grand-canonical Monte Carlo simulations at 87 K
and 10−5 - 102 kPa;

• Distribution of the CO2, and H2 molecules inside M-MOF-74 (M = Co,
Fe, Mn, Zn) analyzed using density profiles from grand-canonical Monte
Carlo simulations at 298 K, 100 kPa;

• Comparison of breakthrough curves of CO2/H2 mixtures at yCO2
= 0.1,

0.2, 0.3, 0.4, 0.5, 0.9 for M-MOF-74, where M = Co, Fe, Mn, Zn;
• Comparison of breakthrough curves of CO2/H2 mixtures in M-MOF-74

(M = Ni, Cu, Co, Fe, Mn, Zn) for yCO2
= 0.1, 0.9;

• Prediction of adsorption of CO2/H2 mixtures at yCO2
= 0.5 in M-MOF-

74 (M = Ni, Cu, Co, Fe, Mn, Zn) using Ideal Adsorption Solution Theory;
• Detailed information on the M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)

structures in the form of cif files.
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Table C.1: Cell parameters for M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) obtained from
experimental synthesis [113–118].

MOF-74 a/[Å] b/[Å] c/[Å] α/[◦] β/[◦] γ/[◦] V /[Å3]

Ni 25.7856 25.7856 6.7701 90 90 120 15593.4

Cu 25.9972 25.9972 6.2587 90 90 120 14653

Co 25.885 25.885 6.8058 90 90 120 15796.7

Fe 26.1627 26.1627 6.8422 90 90 120 16223.8

Mn 25.7824 25.7824 6.9126 90 90 120 15917.6

Zn 25.9322 25.9322 6.8365 90 90 120 15925.9

Table C.2: Lennard-Jones and Coulombic interaction potentials for M-MOF-74 (M = Ni,
Cu, Co, Fe, Mn, Zn) frameworks [147, 148], CO2 [176, 284], and H2 [243]. It is important to
note that there is an exception/override to the use of the Lorentz-Berthelot mixing rules [129]
for Hcom–Me interactions. The listed charges for M-MOF-74 atoms were obtained by scaling
initial charges computed using the ‘charge-equilibration’ method of Wilmer and Snurr [247,
285] by a factor within the range of 0.5 - 1.5. The set of charges leading to the closest
results to the experimental uptakes and the enthalpies of CO2 adsorption [122] was selected
for further study as a part of the final force field. All the frameworks and molecules are
charge-neutral. The schematic representation of M-MOF-74 series with the atoms labelled
is visualized in Figure 5.1 of Chapter 5. The charges for Co- and Fe-MOF-74 for CO2

adsorption have been previously published by Luna-Triguero et al. [295]

Atom ϵ/kB /[K] σ /[Å] q /[e−]
OCO2

85.671 3.017 -0.3256
CCO2

29.93 2.742 0.6512
Hcom 36.7 2.958 -0.936
HH2

0 0 0.468
Ni-MOF-74

Ni 7.556 2.525 1.55
C1 47.86 3.473 0.603
C2 47.86 3.473 -0.275
C3 47.86 3.473 0.275
C4 47.86 3.473 -0.086
O1 48.19 3.0331 -0.63
O2 48.19 3.0331 -0.815
O3 48.19 3.0331 -0.702
H 7.65 2.8464 0.08
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Cu-MOF-74
Cu 2.518 3.114 0.834
C1 47.86 3.473 -0.076
C2 47.86 3.473 0.345
C3 47.86 3.473 0.156
C4 47.86 3.473 -0.139
O1 48.19 3.0331 -0.394
O2 48.19 3.0331 -0.431
O3 48.19 3.0331 -0.368
H 7.65 2.8464 0.073

Co-MOF-74
Co 7.052 2.559 1.335
C1 47.86 3.473 0.485
C2 47.86 3.473 -0.207
C3 47.86 3.473 0.245
C4 47.86 3.473 -0.125
O1 48.19 3.0331 -0.544
O2 48.19 3.0331 -0.611
O3 48.19 3.0331 -0.673
H 7.65 2.8464 0.095

Fe-MOF-74
Fe 6.542 2.594 1.226
C1 47.86 3.473 0.356
C2 47.86 3.473 -0.148
C3 47.86 3.473 0.175
C4 47.86 3.473 -0.088
O1 48.19 3.0331 -0.602
O2 48.19 3.0331 -0.439
O3 48.19 3.0331 -0.561
H 7.65 2.8464 0.081

Mn-MOF-74
Mn 6.549 2.638 1.161
C1 47.86 3.473 0.368
C2 47.86 3.473 -0.175
C3 47.86 3.473 0.175
C4 47.86 3.473 -0.064
O1 48.19 3.0331 -0.548
O2 48.19 3.0331 -0.443
O3 48.19 3.0331 -0.522
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H 7.65 2.8464 0.048
Zn-MOF-74

Zn 62.3992 2.461 1.006
C1 47.86 3.473 0.343
C2 47.86 3.473 -0.155
C3 47.86 3.473 0.161
C4 47.86 3.473 -0.083
O1 48.19 3.0331 -0.479
O2 48.19 3.0331 -0.393
O3 48.19 3.0331 -0.464
H 7.65 2.8464 0.064

overrides
Hcom - Ni 216.4823 2.1932
Hcom - Cu 11.5357 3.036
Hcom - Co 17.6963 2.2068
Hcom - Fe 18.5939 2.776
Hcom - Mn 13.9529 2.798
Hcom - Zn 43.069 2.7095
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Fig. C.1. Adsorption isotherms of H2 computed from GCMC simulations using the RASPA
software package [94, 95] at 77 K, and 10−5 - 102 kPa in: (a) Ni-MOF-74, (b) Cu-MOF-74,
(c) Co-MOF-74, (d) Fe-MOF-74, (e) Mn-MOF-74, and (f) Zn-MOF-74. The adsorption
results computed from the adjusted force field are represented by blue data points, and the
experimental data from literature [271] by solid black lines. The error bars are smaller than
the size of the symbols. The force field agrees well with the experimental values, exhibiting
considerable deviation only for Fe-MOF-74 at low pressure range.
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Table C.4: Henry coefficients for adsorption of H2 in M-MOF-74 (M = Co, Fe, Mn, Zn)
computed from the adjusted force field using Widom’s test particle insertions [128] at 77
K, and calculated from the slope of experimental isotherms [271] in the linear region at low
pressures by [286]:

q = KH · P (C.2)
where q is the adsorption loading of H2 in M-MOF-74, KH is the Henry coefficient, and
P is the pressure. The experimental adsorption data for Zn-MOF-74 is not available at
the Henry regime. The Henry coefficients for Cu-MOF-74 and Ni-MOF-74 were computed
with high accuracy, showing deviations of only 1% and 8%, respectively, when compared
to coefficients calculated from experimental adsorption data. The highest deviation of 84%
from the experimental Henry coefficient is observed for Fe-MOF-74. This is clearly reflected
in the disparity of the simulated isotherm shape to the experimental data, particularly in
the low-pressure region, as illustrated in Fig. C.1d.

MOF-74 KH,sim KH,exp

[mol kg−1 Pa−1] [mol kg−1 Pa−1]

Ni 0.500.03 0.46

Cu 0.0004033·10−6 0.0004

Co 0.030.01 0.0205

Fe 0.00292·10−4 0.0183

Mn 0.002759·10−5 0.0043

Zn 0.002004·10−5 -
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Fig. C.2. Heat of adsorption of H2 computed from GCMC simulations using the RASPA
software package [94, 95] at 77 K, and 10−5 - 102 kPa in: (a) Ni-MOF-74, (b) Cu-MOF-
74, (c) Co-MOF-74, (d) Fe-MOF-74, (e) Mn-MOF-74, and (f) Zn-MOF-74. The heat of
adsorption results computed from the adjusted force field are represented by blue data
points, and the experimental data from literature [271] by solid black lines. The force field
agrees well with the experimental values, with a slight shift towards a higher uptake observed
for Fe-MOF-74.
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Fig. C.3. Adsorption isotherms of H2 computed from GCMC simulations using the RASPA
software package [94, 95] at 87 K, and 10−5 - 102 kPa in M-MOF-74 (M = Ni, Cu, Co, Fe,
Mn, Zn). The adsorption results computed from the adjusted force field are represented by
data points, and the experimental data [121, 269, 271] by dashed lines with corresponding
colors. The error bars are smaller than the size of the symbols. The simulations reproduce
the experimental values, showing the temperature transferability of the force field from 77
K to 87 K.
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(a) (b)

(c) (d)

Fig. C.4. The distribution of the CO2 molecules analyzed using density profiles from
GCMC simulations at 298 K, 100 kPa in: (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-
74, (d) Zn-MOF-74. The center of mass of the molecules that are adsorbed was projected
onto the XY plane. The color gradation of the scales relates to the most and least populated
regions of the structure, which is relative in each case. The color scale is shown as a reference
of the loading. The preferential sites of CO2 (colored red) in all M-MOF-74 are at the open-
metal centers.
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(a) (b)

(c) (d)

Fig. C.5. The distribution of the H2 molecules analyzed using density profiles from GCMC
simulations at 77 K, 100 kPa in: (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74, (d)
Zn-MOF-74. The center of mass of the molecules that are adsorbed was projected onto the
XY plane. The color gradation of the scales relates to the most and least populated regions
of the structure, which is relative in each case. The color scale is shown as a reference of
the molecules loading. The preferential sites of H2 (colored red) in all M-MOF-74 are at the
open-metal centers.
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Fig. C.6. The prediction of CO2/H2 gas mixture adsorption using IAST [294] obtained
from RUPTURA [291] for yCO2 = 0.5 in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) at
298.15 K, and 100 - 4000 kPa, compared to the GCMC simulations from RASPA [94, 95].
The adsorption loading for CO2 computed from GCMC simulations of the binary mixture
is represented by data points, and the IAST prediction by black, dashed lines. The loading
for H2 was omitted as it is lower than 1 mg g−1 of H2 in all the M-MOF-74 frameworks.
The results obtained from IAST mixture prediction using RUPTURA agree well with the
multicomponent GCMC simulations, meaning that the validation of the breakthrough curves
was successful.
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Fig. C.7. Breakthrough curves computed from RUPTURA [291] for the separation of
CO2/H2 mixtures in fixed-bed adsorbers at CO2 feed mole fractions of yCO2 = 0.1, 0.2, 0.3,
0.4, 0.5, 0.9, using: (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74, (d) Zn-MOF-74. The
breakthrough curves of CO2 are represented by dashed lines, and the breakthrough curves
of H2 by solid lines. The initial conditions are specified as: temperature T=298 K, total
pressure pT = 2.5 MPa, packed bed void fraction εB = 0.4, interstitial gas velocity entering
the packed bed v = 0.006791 m s−1, length of packed bed adsorber L = 0.065 m, axial
dispersion is neglected, and isothermal conditions are assumed.
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Fig. C.8. Breakthrough curves computed from RUPTURA [291] for the separation of
CO2/H2 mixtures in fixed-bed adsorbers using M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)
at CO2 feed mole fractions of: (a) yCO2 = 0.1, (b) yCO2 = 0.9. The breakthrough curves
of CO2 are represented by dashed lines, and the breakthrough curves of H2 by solid lines.
The initial conditions are specified as: temperature T=298 K, total pressure pT = 2.5 MPa,
packed bed void fraction εB = 0.4, interstitial gas velocity entering the packed bed v =
0.006791 m s−1, length of packed bed adsorber L = 0.065 m, axial dispersion is neglected,
and isothermal conditions are assumed.

• Detailed information on the Ni-MOF-74 structure in the form of cif file.

data_Ni-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 25.7856
_cell_length_b 25.7856
_cell_length_c 6.7701
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 15593.4
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz

’x,y,z’

’-y,x-y,z’
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’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’

’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’

’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Ni Ni 0.018170 0.713530 0.188130 1.55

C1 C 0.260070 0.914730 0.085340 0.603

C2 C 0.212570 0.875030 0.960330 -0.275

C3 C 0.123270 0.775530 0.910330 0.275

C4 C 0.168170 0.816730 0.035340 -0.086

O1 O 0.262870 0.899130 0.265340 -0.63

O2 O 0.300270 0.964230 0.020330 -0.815

O3 O 0.082870 0.721130 0.979330 -0.702

H H 0.170670 0.804330 0.193330 0.08

• Detailed information on the Cu-MOF-74 structure in the form of cif file.

data_Cu-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 25.9972
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_cell_length_b 25.9972
_cell_length_c 6.2587
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 14653
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz

’x,y,z’

’-y,x-y,z’

’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’

’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’

’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Cu Cu 0.290950 0.015230 0.346670 0.834

C1 C 0.169800 0.816900 0.538500 -0.076

C2 C 0.257700 0.913900 0.625600 0.345
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C3 C 0.209600 0.890500 0.255200 0.156

C4 C 0.212100 0.872700 0.466900 -0.139

O1 O 0.250190 0.943270 0.168700 -0.394

O2 O 0.284800 0.969230 0.598900 -0.431

O3 O 0.266220 0.890810 0.789000 -0.368

H H 0.172500 0.806100 0.681200 0.073

• Detailed information on the Co-MOF-74 structure in the form of cif file.

data_Co-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 25.885
_cell_length_b 25.885
_cell_length_c 6.8058
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 15796.7
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz

’x,y,z’

’-y,x-y,z’

’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’

’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’
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’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Co Co 0.048500 0.362110 0.975420 1.335

C1 C 0.086900 0.347400 0.594700 0.485

C2 C 0.126400 0.339400 0.453700 -0.207

C3 C 0.011100 0.455300 0.923700 0.245

C4 C 0.016900 0.501800 0.808190 -0.125

O1 O 0.104200 0.365300 0.766600 -0.544

O2 O 0.022100 0.414400 0.838700 -0.611

O3 O 0.329130 0.032570 0.865760 -0.673

H H 0.028400 0.503700 0.677800 0.095

• Detailed information on the Fe-MOF-74 structure in the form of cif file.

data_Fe-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 26.1627
_cell_length_b 26.1627
_cell_length_c 6.8422
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 16223.8
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz
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’x,y,z’

’-y,x-y,z’

’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’

’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’

’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Fe Fe 0.382300 0.350970 0.139570 1.226

C1 C 0.317610 0.245000 0.427190 0.356

C2 C 0.330280 0.205750 0.293830 -0.148

C3 C 0.343180 0.222470 0.089460 0.175

C4 C 0.352650 0.180570 0.965880 -0.088

O1 O 0.327500 0.294890 0.363950 -0.602

O2 O 0.297710 0.219750 0.598130 -0.439

O3 O 0.356720 0.274650 0.004040 -0.561

H H 0.361740 0.190690 0.834200 0.081

• Detailed information on the Mn-MOF-74 structure in the form of cif file.

data_Mn-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
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_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 25.7824
_cell_length_b 25.7824
_cell_length_c 6.9126
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 15917.6
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz

’x,y,z’

’-y,x-y,z’

’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’

’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’

’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Mn Mn 0.639720 0.690220 0.484690 1.161
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C1 C 0.926810 0.244410 0.427820 0.368

C2 C 0.879080 0.206580 0.291510 -0.175

C3 C 0.210810 0.890160 0.763230 0.175

C4 C 0.165210 0.849500 0.643290 -0.064

O1 O 0.970970 0.293680 0.363200 -0.548

O2 O 0.924140 0.227920 0.602680 -0.443

O3 O 0.250820 0.943470 0.687320 -0.522

H H 0.164180 0.862120 0.492850 0.048

• Detailed information on the Zn-MOF-74 structure in the form of cif file.

data_Zn-MOF-74-cCO2
_audit_creation_method RASPA-1.0
_audit_creation_date 2019-12-13
_audit_author_name ’Jose Manuel Vicent-Luna’
_cell_length_a 25.9322
_cell_length_b 25.9322
_cell_length_c 6.8365
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 120
_cell_volume 15925.9
_symmetry_cell_setting trigonal
_symmetry_space_group_name_Hall ’-R 3’
_symmetry_space_group_name_H-M ’R -3’
_symmetry_Int_Tables_number 148

loop_

_symmetry_equiv_pos_as_xyz

’x,y,z’

’-y,x-y,z’

’-x+y,-x,z’

’-x,-y,-z’

’y,-x+y,-z’

’x-y,x,-z’

’x+2/3,y+1/3,z+1/3’

’-y+2/3,x-y+1/3,z+1/3’

’-x+y+2/3,-x+1/3,z+1/3’

’-x+2/3,-y+1/3,-z+1/3’

’y+2/3,-x+y+1/3,-z+1/3’

’x-y+2/3,x+1/3,-z+1/3’
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’x+1/3,y+2/3,z+2/3’

’-y+1/3,x-y+2/3,z+2/3’

’-x+y+1/3,-x+2/3,z+2/3’

’-x+1/3,-y+2/3,-z+2/3’

’y+1/3,-x+y+2/3,-z+2/3’

’x-y+1/3,x+2/3,-z+2/3’

loop_

_atom_site_label
_atom_site_type_symbol
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_charge

Zn Zn 0.280080 0.982240 0.687100 1.006

C1 C 0.350670 0.087270 0.411730 0.343

C2 C 0.339610 0.125890 0.548730 -0.155

C3 C 0.322980 0.111220 0.747630 0.161

C4 C 0.317830 0.153290 0.859230 -0.083

O1 O 0.345470 0.039270 0.476730 -0.479

O2 O 0.365000 0.104470 0.237730 -0.393

O3 O 0.311450 0.059840 0.834040 -0.464

H H 0.307470 0.144730 0.993330 0.064



Appendix D

Appendix D corresponds to Chapter 6 of this thesis.

• Lennard-Jones and Coulombic interactions for CO2, H2, and HCOOH;
• Schematic representation of M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)

structures and the HCOOH model for DFT;
• Lattice parameters for M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn) unit

cells resulting from the geometry optimization from DFT;
• Initial gas-phase mole fractions of CO2, H2, and HCOOH used as an

input for grand-canonical Monte Carlo simulations at 298.15 - 800 K,
and 1 - 60 bar;

• Distribution of the HCOOH molecules inside M-MOF-74 (M = Co, Fe,
Mn, Zn) analyzed using density profiles from grand-canonical Monte
Carlo simulations at 298 K, 10 kPa;

• Binding energies of the most stable configuration of HCOOH in M-MOF-
74 (M = Ni, Cu, Co, Fe, Mn, Zn) obtained from force field-based mo-
lecular simulations and DFT;

• Mole fractions of CO2, H2, and HCOOH obtained from grand-canonical
Monte Carlo simulations in M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)
at 298.15 - 800 K, and 1 - 60 bar;

• Radial distribution functions for HCOOH in M-MOF-74 (M = Ni, Cu,
Co, Fe, Mn, Zn).
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Fig. D.1. Schematic representation of: (a) a HCOOH molecule, and (b) M-MOF-74 unit
cell (T-Metals: Co, Cu, Fe, Mn, Ni, and Zn), used in Density Functional Theory calculations.

Fig. D.2. Lattice parameters resulting from the geometry optimization calculated from
Density Functional Theory using the M-MOF-74 unit cell (M = Co, Cu, Fe, Mn, Ni, and
Zn) shown in Figure D.1 of Appendix D. The calculated values show a strong agreement
with the literature data [122, 253].
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(a) (b)

(c) (d)

Fig. D.3. Distribution of the HCOOH molecules analyzed using density profiles from
GCMC simulations at 298 K, 10 kPa in: (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74,
(d) Zn-MOF-74. The center of mass of the molecules that are adsorbed was projected onto
the XY plane. The color gradation of the scales relates to the most and least populated
regions of the structure, which is relative in each case. The color scale is shown as a reference
for the loading. The preferential sites of HCOOH (colored red) in all structures are at the
open-metal centers.
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Fig. D.4. Electrostatic field lines within the cavities of M-MOF-74 (M = Co, Cu, Fe, Mn,
Ni, and Zn) from the positively charged metal sites to the electronegative Oa atoms. For
details about calculation the reader is referred to the study by Luna-Triguero et al. [295].

Table D.1: Normalized Coulombic charges for M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn)
with respect to the partial charge of the metal center. The charges used for analysis are
from Chapter 5. The calculated relative charges show high similarity for each type of atom
identified in all the frameworks. The subscripts show the deviation in the average partial
charges of the atom types through the M-MOF-74 series.

Atom Co Cu Fe Mn Ni Zn Average
normalized

charge
Me 1 1 1 1 1 1 1
Ca 0.363 0.414 0.290 0.317 0.389 0.341 0.350.04
Cb -0.155 -0.167 -0.121 -0.151 -0.177 -0.154 -0.150.02
Cc -0.094 -0.091 -0.072 -0.055 -0.055 -0.083 -0.070.02
Cd 0.184 0.187 0.143 0.151 0.177 0.160 0.170.02
Oa -0.407 -0.441 -0.358 -0.382 -0.406 -0.391 -0.400.03
Ob -0.504 -0.517 -0.491 -0.472 -0.526 -0.476 -0.500.02
Oc -0.458 -0.472 -0.458 -0.450 -0.453 -0.461 -0.4590.007
H 0.071 0.088 0.066 0.041 0.052 0.064 0.060.01
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Fig. D.5. Absolute values of binding energies of the most stable configuration of HCOOH
in M-MOF-74 (M = Co, Cu, Fe, Mn, Ni, and Zn) obtained from force field-based molecular
simulations compared to the DFT (PBE-D3(BJ)) results. The binding energies vary between
the selected methods but follow a similar general trend across the different metals. Both
computational methods indicate that Cu-MOF-74 has the weakest binding affinity, while Ni-
MOF-74 shows the strongest binding affinity. The binding energy in Cu-MOF-74 is ca. 40 kJ
mol−1 for DFT, while it is significantly higher (ca. 50 kJ mol−1) for force field simulations.
The force field-based simulations show a binding energy of HCOOH in Ni-MOF-74 ca. 90
kJ mol−1, whereas DFT shows a higher value, close to ca. 100 kJ mol−1. The relative
difference between the two methods is 18%. The lines connecting the symbols are used to
guide the eye.
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Table D.2: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Ni-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.988 0.008 0.0017 0.0001 9875.5 1100

400 0.981 0.19 0.019 0.004 78.8 93

500 0.928 0.058 0.072 0.005 3.1 5.7

600 0.852 0.038 0.148 0.012 1.7 3.1

700 0.791 0.020 0.209 0.005 4.1 11.3

800 0.740 0.031 0.260 0.011 0 0

5

298.15 0.964 0.014 0.0031 0.0002 32487.4 6600

400 0.979 0.018 0.019 0.001 1288.7 370

500 0.925 0.039 0.075 0.004 123.0 82

600 0.855 0.021 0.145 0.003 39.9 35

700 0.792 0.021 0.208 0.004 12.2 17

800 0.737 0.012 0.263 0.005 0 0

10

298.15 0.958 0.011 0.0033 0.0002 38650.0 5400

400 0.979 0.016 0.0195 0.0005 1984.1 830

500 0.925 0.033 0.074 0.002 399.5 190

600 0.856 0.024 0.144 0.005 87.5 110

700 0.790 0.007 0.210 0.003 32.4 24

800 0.738 0.005 0.262 0.003 12.8 9.8

15

298.15 0.931 0.011 0.004 0.001 64600.9 5700

400 0.977 0.007 0.020 0.001 3191.7 630

500 0.926 0.018 0.074 0.002 360.0 100

600 0.856 0.008 0.144 0.002 129.9 41

700 0.789 0.014 0.210 0.004 23.4 25

800 0.738 0.006 0.262 0.002 21.2 20

20

298.15 0.941 0.019 0.0040 0.0002 54877.4 11000

400 0.975 0.007 0.0200 0.0004 4678.6 380

500 0.925 0.023 0.075 0.002 460.3 280

600 0.857 0.017 0.143 0.002 139.5 56

700 0.790 0.011 0.210 0.002 48.4 19

800 0.738 0.007 0.262 0.003 33.2 26

25

298.15 0.925 0.009 0.0042 0.0004 71231.6 4700

400 0.975 0.006 0.0207 0.0003 3926.0 700

500 0.926 0.024 0.073 0.002 524.5 56
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600 0.855 0.014 0.145 0.002 201.9 73

700 0.791 0.004 0.209 0.002 63.0 23

800 0.739 0.006 0.261 0.003 30.0 9.2

30

298.15 0.934 0.014 0.0048 0.0005 61063.8 10000

400 0.973 0.007 0.022 0.001 5543.2 580

500 0.927 0.017 0.072 0.002 831.1 180

600 0.855 0.019 0.144 0.003 170.1 39

700 0.790 0.011 0.210 0.003 67.2 30

800 0.738 0.007 0.262 0.003 54.4 15

40

298.15 0.899 0.025 0.0048 0.0003 95858.1 14000

350 0.968 0.007 0.012 0.001 20183.1 850

400 0.970 0.005 0.023 0.001 6950.5 770

500 0.926 0.010 0.073 0.002 1158.7 320

600 0.856 0.015 0.143 0.003 246.1 110

700 0.791 0.009 0.209 0.002 101.7 22

800 0.736 0.006 0.264 0.003 54.2 11

50

298.15 0.879 0.028 0.0053 0.0003 115594.3 16000

350 0.963 0.008 0.013 0.001 23487.9 3200

400 0.968 0.005 0.024 0.001 7704.2 600

500 0.926 0.009 0.073 0.001 1254.6 190

600 0.854 0.010 0.146 0.002 315.3 130

700 0.789 0.013 0.210 0.003 112.9 31

800 0.737 0.003 0.263 0.002 71.5 23

60

298.15 0.889 0.034 0.006 0.001 104742.3 18000

350 0.960 0.002 0.0141 0.0002 25871.3 780

400 0.965 0.004 0.025 0.002 9561.3 1000

500 0.925 0.008 0.074 0.003 1663.0 230

600 0.856 0.012 0.144 0.002 367.4 73

700 0.790 0.009 0.210 0.003 161.3 60

800 0.736 0.005 0.264 0.002 92.2 15
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Table D.3: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Cu-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.990 0.018 0.0100 0.0003 20.0 37

400 0.943 0.038 0.057 0.005 0 0

500 0.872 0.013 0.128 0.007 0 0

600 0.812 0.024 0.188 0.006 0 0

700 0.755 0.011 0.245 0.009 9.6 27

800 0.712 0.018 0.288 0.007 0 0

5

298.15 0.993 0.004 0.0065 0.0004 37.8 30

400 0.942 0.016 0.058 0.001 30.2 59

500 0.874 0.006 0.126 0.003 0.8 1.3

600 0.808 0.008 0.192 0.005 4.4 5.4

700 0.758 0.009 0.242 0.003 0 0

800 0.713 0.008 0.287 0.003 0 0

10

298.15 0.994 0.007 0.0058 0.0005 77.8 48

400 0.945 0.011 0.0549 0.0007 18.7 16

500 0.876 0.008 0.124 0.002 5.7 6.5

600 0.811 0.004 0.189 0.001 5.1 8.7

700 0.755 0.004 0.245 0.004 5.8 7.0

800 0.713 0.007 0.287 0.003 7.7 14

15

298.15 0.994 0.008 0.0059 0.0007 74.3 60

400 0.948 0.002 0.052 0.001 19.7 20

500 0.876 0.006 0.124 0.002 12.1 14

600 0.811 0.004 0.189 0.002 4.7 5.8

700 0.756 0.008 0.244 0.002 14.5 14

800 0.712 0.008 0.288 0.004 5.4 6.7

20

298.15 0.994 0.006 0.0059 0.0003 101.7 24

400 0.949 0.007 0.0508 0.0007 33.6 19

500 0.876 0.006 0.124 0.001 16.6 12

600 0.810 0.009 0.190 0.002 16.1 12

700 0.756 0.003 0.2443 0.0008 7.2 3.9

800 0.712 0.005 0.288 0.003 5.8 7.6

25

298.15 0.994 0.004 0.0061 0.0005 181.4 55

400 0.951 0.011 0.0489 0.0006 29.0 15

500 0.877 0.009 0.123 0.001 16.2 8.9
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600 0.811 0.004 0.189 0.001 10.8 6.4

700 0.756 0.008 0.244 0.002 16.5 12

800 0.712 0.004 0.288 0.002 15.5 19

30

298.15 0.993 0.003 0.0066 0.0002 149.7 71

400 0.951 0.006 0.0487 0.0003 40.6 9.1

500 0.878 0.002 0.1223 0.0009 26.6 13

600 0.811 0.002 0.189 0.001 18.2 10

700 0.755 0.007 0.245 0.003 21.3 11

800 0.711 0.003 0.289 0.003 18.6 21

40

298.15 0.993 0.009 0.007 0.002 255.5 190

350 0.979 0.003 0.0212 0.0002 94.9 36

400 0.953 0.008 0.0473 0.0008 65.7 23

500 0.878 0.006 0.1220 0.0007 29.9 6.4

600 0.810 0.004 0.190 0.002 30.8 9.0

700 0.755 0.005 0.245 0.002 16.0 6.2

800 0.711 0.005 0.289 0.002 17.8 3.3

50

298.15 0.992 0.003 0.0077 0.0004 275.3 66

350 0.978 0.004 0.0221 0.0003 106.2 60

400 0.953 0.003 0.0474 0.0006 64.0 18

500 0.879 0.003 0.121 0.002 39.6 18

600 0.810 0.003 0.190 0.001 41.0 20

700 0.755 0.006 0.245 0.002 28.3 10

800 0.711 0.005 0.289 0.002 19.8 10

60

298.15 0.992 0.005 0.0082 0.0006 244.1 170

350 0.977 0.005 0.0225 0.0006 138.1 39

400 0.952 0.005 0.0479 0.0003 90.8 35

500 0.879 0.004 0.121 0.001 42.2 11

600 0.810 0.005 0.190 0.001 39.2 16

700 0.754 0.006 0.246 0.002 32.9 10

800 0.710 0.004 0.290 0.001 30.6 11
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Table D.4: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Co-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.996 0.010 0.0021 0.0001 2365.8 550

400 0.974 0.059 0.026 0.002 41.6 53

500 0.922 0.037 0.078 0.004 18.5 50

600 0.848 0.028 0.152 0.007 59.0 160

700 0.790 0.021 0.210 0.010 0 0

800 0.736 0.021 0.264 0.006 0 0

5

298.15 0.990 0.006 0.0032 0.0001 6848.9 720

400 0.975 0.047 0.024 0.003 369.2 320

500 0.919 0.036 0.081 0.004 61.6 140

600 0.849 0.019 0.151 0.005 9.1 10

700 0.790 0.009 0.210 0.003 5.3 10

800 0.737 0.006 0.263 0.004 8.4 11

10

298.15 0.988 0.004 0.0035 0.0003 8536.9 920

400 0.976 0.022 0.024 0.001 764.0 460

500 0.919 0.023 0.081 0.004 120.4 85

600 0.851 0.011 0.149 0.001 35.1 23

700 0.789 0.009 0.211 0.003 20.6 31

800 0.739 0.007 0.261 0.003 7.7 11

15

298.15 0.982 0.007 0.0039 0.0005 14087.9 1600

400 0.976 0.013 0.0227 0.0009 848.5 350

500 0.920 0.036 0.080 0.003 198.2 145

600 0.850 0.019 0.150 0.003 69.3 67

700 0.790 0.007 0.210 0.002 19.6 9.5

800 0.739 0.005 0.261 0.003 18.8 9.9

20

298.15 0.981 0.006 0.0038 0.0002 14991.3 3500

400 0.975 0.007 0.0238 0.0008 1180.3 220

500 0.920 0.013 0.080 0.001 198.9 52

600 0.854 0.015 0.146 0.004 95.4 100

700 0.789 0.004 0.211 0.002 23.8 18

800 0.738 0.008 0.262 0.003 23.8 16

25

298.15 0.980 0.007 0.0042 0.0002 16296.5 2400

400 0.975 0.007 0.0237 0.0005 1399.9 250

500 0.919 0.013 0.081 0.003 317.0 64
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600 0.851 0.012 0.149 0.002 66.5 15

700 0.790 0.017 0.210 0.003 41.9 16

800 0.739 0.007 0.261 0.002 22.3 7.2

30

298.15 0.977 0.004 0.0045 0.0001 18294.1 1200

400 0.974 0.007 0.0240 0.0004 1835.4 280

500 0.920 0.009 0.080 0.002 321.2 150

600 0.851 0.007 0.149 0.001 93.8 39

700 0.788 0.004 0.212 0.002 38.8 11

800 0.737 0.005 0.263 0.002 26.6 9.2

40

298.15 0.968 0.018 0.004 0.001 28068.9 6700

350 0.982 0.003 0.0123 0.0005 6143.9 690

400 0.973 0.003 0.0252 0.0008 2093.9 340

500 0.921 0.009 0.0789 0.0009 416.3 82

600 0.850 0.006 0.149 0.001 137.3 41

700 0.789 0.009 0.211 0.002 64.5 28

800 0.738 0.004 0.262 0.001 33.6 12

50

298.15 0.963 0.009 0.0053 0.0002 31646.6 3000

350 0.980 0.005 0.0140 0.0009 5933.9 330

400 0.971 0.011 0.0262 0.0004 2366.1 320

500 0.920 0.008 0.0798 0.0008 521.2 130

600 0.851 0.009 0.149 0.002 166.9 26

700 0.788 0.005 0.212 0.002 76.1 13

800 0.737 0.006 0.263 0.002 46.9 9.0

60

298.15 0.966 0.003 0.0057 0.0004 28489.5 2200

350 0.978 0.003 0.0142 0.0002 7797.5 640

400 0.970 0.006 0.0275 0.0005 2823.2 220

500 0.920 0.007 0.079 0.001 601.1 59

600 0.850 0.008 0.149 0.002 214.7 42

700 0.787 0.007 0.213 0.002 77.7 9.5

800 0.737 0.004 0.263 0.001 61.3 17
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Table D.5: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Fe-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.996 0.012 0.0023 0.0003 1595.0 310

400 0.972 0.027 0.028 0.004 17.3 36

500 0.913 0.032 0.087 0.003 0.9 1.7

600 0.844 0.011 0.156 0.005 0 0

700 0.782 0.033 0.218 0.010 0 0

800 0.729 0.025 0.271 0.009 0 0

5

298.15 0.991 0.008 0.0035 0.0004 5511.9 680

400 0.973 0.019 0.0262 0.0008 346.4 140

500 0.913 0.028 0.087 0.005 41.3 67

600 0.845 0.008 0.155 0.002 16.2 22

700 0.784 0.013 0.216 0.006 18.3 40

800 0.730 0.004 0.270 0.004 0 0

10

298.15 0.989 0.007 0.0039 0.0006 7503.4 1900

400 0.974 0.027 0.0258 0.0009 662.6 260

500 0.914 0.021 0.086 0.002 156.3 110

600 0.843 0.016 0.157 0.003 34.8 18

700 0.782 0.010 0.218 0.003 18.6 7.2

800 0.731 0.013 0.269 0.004 4.0 7.7

15

298.15 0.984 0.008 0.0038 0.0003 12339.0 1400

400 0.974 0.015 0.0252 0.0007 934.2 220

500 0.914 0.031 0.085 0.003 186.5 40

600 0.845 0.018 0.155 0.003 39.1 18

700 0.781 0.008 0.219 0.002 19.2 20

800 0.730 0.003 0.270 0.002 12.0 18

20

298.15 0.983 0.004 0.0042 0.0004 12733.8 1300

400 0.973 0.004 0.0260 0.0005 1190.3 86

500 0.915 0.005 0.085 0.001 200.5 59

600 0.844 0.009 0.156 0.002 63.7 29

700 0.782 0.005 0.217 0.002 35.5 24

800 0.731 0.004 0.269 0.004 13.7 6.4

25

298.15 0.981 0.005 0.0045 0.0004 14375.7 3000

400 0.973 0.006 0.0258 0.0005 1180.3 150

500 0.915 0.011 0.085 0.001 229.4 36
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600 0.845 0.009 0.155 0.002 58.9 9.5

700 0.781 0.008 0.219 0.002 34.9 14

800 0.731 0.007 0.269 0.002 24.3 11

30

298.15 0.981 0.007 0.0048 0.0005 14334.3 1600

400 0.972 0.004 0.0267 0.0006 1658.1 510

500 0.915 0.018 0.084 0.002 263.8 99

600 0.844 0.012 0.156 0.002 98.4 28

700 0.782 0.005 0.218 0.002 44.9 9.8

800 0.731 0.006 0.269 0.002 25.4 18

40

298.15 0.976 0.006 0.0054 0.0003 18536.2 3400

350 0.981 0.003 0.0135 0.0005 5500.7 640

400 0.971 0.004 0.0273 0.0006 1877.4 170

500 0.914 0.015 0.085 0.001 425.3 130

600 0.844 0.008 0.155 0.002 129.3 50

700 0.780 0.011 0.220 0.003 51.8 15

800 0.731 0.007 0.269 0.002 37.8 9.5

50

298.15 0.972 0.005 0.0058 0.0002 22638.2 3600

350 0.979 0.005 0.0146 0.0003 6342.0 460

400 0.969 0.005 0.0284 0.0003 2126.2 96

500 0.915 0.010 0.084 0.002 496.2 130

600 0.843 0.006 0.157 0.002 159.7 42

700 0.781 0.004 0.219 0.003 70.2 9.4

800 0.730 0.006 0.270 0.002 47.8 19

60

298.15 0.971 0.005 0.0067 0.0006 22258.6 2300

350 0.978 0.004 0.0153 0.0004 6373.0 230

400 0.968 0.004 0.0295 0.0006 2668.8 340

500 0.916 0.010 0.084 0.001 495.6 55

600 0.843 0.004 0.157 0.001 174.1 28

700 0.781 0.005 0.219 0.002 89.6 14

800 0.729 0.002 0.271 0.001 62.1 8.9
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Table D.6: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Mn-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.997 0.015 0.0025 0.0004 420.7 180

400 0.968 0.021 0.032 0.004 17.8 46

500 0.910 0.041 0.090 0.008 5.4 12

600 0.843 0.022 0.157 0.004 0 0

700 0.781 0.033 0.219 0.010 0 0

800 0.729 0.006 0.271 0.009 0 0

5

298.15 0.995 0.004 0.0035 0.0001 1396.2 250

400 0.972 0.026 0.028 0.004 58.2 74

500 0.909 0.015 0.091 0.002 13.3 10

600 0.841 0.009 0.159 0.002 13.5 15

700 0.780 0.015 0.220 0.005 10.6 27

800 0.731 0.010 0.269 0.003 8.7 20

10

298.15 0.994 0.009 0.0037 0.0004 1823.0 610

400 0.972 0.013 0.0281 0.0009 220.4 110

500 0.911 0.015 0.089 0.002 48.0 32

600 0.841 0.013 0.158 0.002 19.7 13

700 0.780 0.005 0.220 0.002 11.5 13

800 0.733 0.010 0.267 0.003 8.8 18

15

298.15 0.993 0.008 0.0036 0.0006 3488.4 460

400 0.972 0.014 0.028 0.001 393.1 87

500 0.910 0.012 0.090 0.001 52.2 29

600 0.841 0.009 0.159 0.002 21.5 11

700 0.781 0.011 0.219 0.003 19.2 23

800 0.729 0.005 0.271 0.002 14.7 7.5

20

298.15 0.993 0.006 0.0044 0.0006 2739.3 1200

400 0.972 0.010 0.0276 0.0004 493.1 71

500 0.911 0.009 0.089 0.002 91.5 31

600 0.841 0.005 0.159 0.002 46.3 25

700 0.779 0.005 0.221 0.002 17.8 5.8

800 0.731 0.004 0.269 0.001 14.6 16

25

298.15 0.992 0.006 0.0043 0.0005 3931.5 1100

400 0.971 0.017 0.029 0.002 511.4 260

500 0.911 0.008 0.089 0.001 170.2 77
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600 0.841 0.008 0.159 0.001 58.0 14

700 0.779 0.005 0.221 0.002 37.2 12

800 0.730 0.005 0.270 0.002 19.0 8.6

30

298.15 0.992 0.005 0.0046 0.0004 3313.9 420

400 0.972 0.013 0.027 0.002 511.7 194

500 0.912 0.009 0.088 0.002 150.7 64

600 0.840 0.009 0.160 0.002 54.5 18

700 0.779 0.006 0.220 0.001 28.5 5.5

800 0.729 0.006 0.271 0.003 30.0 8.6

40

298.15 0.990 0.006 0.0051 0.0004 5294.1 520

350 0.985 0.004 0.0136 0.0005 1728.2 280

400 0.970 0.008 0.0289 0.0004 874.0 170

500 0.911 0.014 0.089 0.001 193.3 41

600 0.841 0.009 0.159 0.002 77.6 22

700 0.778 0.006 0.222 0.001 46.8 15

800 0.730 0.004 0.270 0.003 26.3 19

50

298.15 0.988 0.007 0.0050 0.0004 6761.3 1800

350 0.984 0.004 0.0145 0.0008 1951.9 310

400 0.970 0.005 0.0295 0.0004 910.8 130

500 0.912 0.003 0.0879 0.0008 257.6 45

600 0.840 0.008 0.160 0.001 90.0 19

700 0.779 0.008 0.221 0.002 57.1 12

800 0.730 0.004 0.270 0.002 37.2 13

60

298.15 0.987 0.003 0.0064 0.0003 6127.1 590

350 0.982 0.003 0.0156 0.0005 2367.8 100

400 0.969 0.004 0.0305 0.0007 961.0 150

500 0.911 0.005 0.0886 0.0004 286.7 40

600 0.840 0.005 0.160 0.002 110.0 18

700 0.778 0.005 0.222 0.002 69.7 20

800 0.729 0.004 0.271 0.002 43.0 9.8
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Table D.7: Mole fractions of CO2, H2, and HCOOH obtained using Monte Carlo simula-
tions in the grand-canonical ensemble in the Zn-MOF-74 framework at 298.15 - 800 K and
1 - 60 bar. The mole fractions of CO2, H2, and HCOOH at reaction equilibrium obtained
from the Continuous Fractional Component Monte Carlo simulations in the Reaction En-
semble [276] were used in the GCMC simulations as input. The subscripts show uncertainties
computed using error propagation rules.

P/[bar] T/[K] xCO2
xH2

xHCOOH / 10−6

1

298.15 0.997 0.023 0.0031 0.0004 77.9 70

400 0.969 0.054 0.031 0.004 0.0 0.0

500 0.912 0.030 0.088 0.003 0.1 0.3

600 0.843 0.020 0.157 0.007 0 0

700 0.786 0.015 0.214 0.007 0 0

800 0.735 0.010 0.265 0.008 0 0

5

298.15 0.996 0.003 0.0036 0.0002 289.3 36

400 0.970 0.021 0.030 0.001 75.7 65

500 0.911 0.018 0.089 0.003 16.8 16

600 0.846 0.005 0.154 0.001 4.2 4.8

700 0.787 0.007 0.213 0.002 7.8 9.2

800 0.737 0.009 0.263 0.003 0 0

10

298.15 0.996 0.002 0.0036 0.0003 349.9 100

400 0.971 0.004 0.0291 0.0007 92.6 60

500 0.913 0.006 0.087 0.001 21.4 13

600 0.847 0.017 0.153 0.003 15.6 22

700 0.786 0.005 0.214 0.002 7.6 2.9

800 0.738 0.007 0.262 0.002 4.2 5.5

15

298.15 0.995 0.005 0.0041 0.0004 702.7 270

400 0.971 0.011 0.0284 0.0007 102.3 20

500 0.912 0.011 0.088 0.001 39.5 32

600 0.845 0.010 0.155 0.002 19.2 17

700 0.786 0.006 0.214 0.002 14.5 12

800 0.737 0.003 0.263 0.002 9.9 14

20

298.15 0.995 0.004 0.0044 0.0003 783.8 200

400 0.971 0.009 0.0284 0.0008 159.1 30

500 0.912 0.014 0.088 0.001 44.0 17

600 0.846 0.005 0.154 0.002 35.0 27

700 0.786 0.009 0.214 0.002 18.3 14

800 0.737 0.005 0.263 0.002 10.4 12

25

298.15 0.994 0.004 0.0045 0.0001 990.3 160

400 0.971 0.009 0.0283 0.0004 171.6 53

500 0.912 0.013 0.087 0.001 77.8 35
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600 0.845 0.004 0.155 0.002 32.6 27

700 0.786 0.008 0.214 0.002 20.3 13

800 0.737 0.006 0.263 0.003 30.8 20

30

298.15 0.994 0.004 0.0048 0.0001 821.8 270

400 0.971 0.007 0.029 0.001 253.4 34

500 0.913 0.007 0.086 0.001 88.9 44

600 0.846 0.007 0.154 0.001 38.1 21

700 0.786 0.004 0.2136 0.0008 29.5 15

800 0.738 0.006 0.262 0.002 14.8 13

40

298.15 0.993 0.003 0.0055 0.0004 1231.4 400

350 0.985 0.003 0.0140 0.0009 549.5 95

400 0.971 0.004 0.0291 0.0003 310.5 43

500 0.914 0.009 0.0861 0.0007 90.4 9.5

600 0.846 0.004 0.1544 0.0009 51.1 22

700 0.785 0.004 0.215 0.001 34.4 21

800 0.737 0.004 0.2633 0.0009 32.0 11

50

298.15 0.993 0.002 0.0058 0.0001 1474.1 220

350 0.984 0.002 0.0149 0.0003 648.1 120

400 0.970 0.004 0.030 0.001 347.0 96

500 0.913 0.002 0.0867 0.0006 135.7 13

600 0.845 0.005 0.1546 0.0008 71.9 12

700 0.785 0.003 0.215 0.001 61.4 15

800 0.736 0.003 0.264 0.001 30.9 11

60

298.15 0.992 0.006 0.0065 0.0004 1621.5 770

350 0.984 0.007 0.0151 0.0008 736.2 310

400 0.968 0.004 0.0315 0.0001 438.8 68

500 0.913 0.013 0.087 0.001 157.3 54

600 0.845 0.002 0.1549 0.0009 77.2 17

700 0.784 0.007 0.216 0.002 57.0 12

800 0.736 0.004 0.264 0.002 46.3 5.6
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Fig. D.6. HCOOH mole fractions computed from Monte Carlo simulations in the grand-
canonical ensemble in M-MOF-74 compared to the literature data for UiO-66, Cu-BTC,
IRMOF-1, and the gas phase [276] at 298.15 - 800 K and 60 bar. The mole fractions of
HCOOH computed from the Rx/CFC simulations in the study by Wasik et al. [276] are
used as an input for the GCMC ensemble. The HCOOH mole fractions decrease with
the increasing temperature. The highest HCOOH production resulted from the effect of
confinement in Ni-MOF-74 at 298.15 K with a mole fraction equal to ca. 0.1.
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Fig. D.7. Radial distribution functions for 50 molecules of HCOOH in MOFs at 298 K:
(a) Cu-MOF-74, and (b) Cu-BTC. While ca. 6 molecules are present in Cu-BTC within
the preferential distance to the metal centers of 2.4 Å [276], in Cu-MOF-74 only ca. 1.5
adsorbed molecules of HCOOH are within the distance of 2.54 Å to the metal centers. This
difference in intensity is due to the higher charge on the metal center in Cu-BTC compared
to Cu-MOF-74. The same effect is observed for the most electronegative ligand atom of the
frameworks. The stronger electronegativity of the oxygen atom in Cu-BTC leads to a higher
intensity of HCOOH adsorption oriented towards this atom (Hfa2-O1) that in Cu-MOF-74
(Hfa2-Oa). The formation of hydrogen bonds between HCOOH molecules is slightly more
intense in Cu-MOF-74 than in Cu-BTC due to weaker interactions with the framework. The
simulations were performed using the RASPA software package [94, 95].
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Fig. D.8. Radial distribution functions simulated for 50 molecules of HCOOH at 298 K in:
(a) Ni-MOF-74, (b) Co-MOF-74, (c) Fe-MOF-74, (d) Mn-MOF-74, (e) Zn-MOF-74, and (f)
Cu-MOF-74. The intensity of hydrogen bond formation increase with decreasing affinity of
HCOOH with the framework. In Zn-, and Cu-MOF-74, the HCOOH dimerization is found
to be prevalent over the hydrogen bonds-driven nucleation. The simulations were performed
using the RASPA software package [94, 95].
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Fig. D.9. Mole fractions of CO2 and H2 computed from Monte Carlo simulations in the
grand-canonical ensemble in M-MOF-74. The mole fractions computed from the Rx/CFC
simulations are used as an input for the GCMC ensemble. The simulations were carried
out at 298.15 - 800 K and 60 bar. The data points of CO2 mole fractions are connected
by the solid lines and the data points of H2 mole fractions by the dashed lines to guide
the eye. The mole fractions of CO2 decrease with increasing temperature, except for Ni-,
Co-, and Fe-MOF-74 at the temperature range 298.15 - 350 K, where the mole fraction of
CO2 slightly increases. The increase is caused by the large decrease in HCOOH production,
affecting mole fractions of the other components. The number of adsorbed CO2 molecules
decreases throughout the range of studied temperatures. The mole fractions of H2 increase
with temperature.





Appendix E

Appendix E corresponds to Chapter 7 of this thesis.

• The experimental data for vapor-liquid equilibrium pressures and vapor-
ization enthalpies of formic acid reported by the DIPPR database used
for the optimization of the thermodynamic model;

• The change in Gibbs free energy and equilibrium constants of formic acid
dimerization computed from Quantum Mechanics and umbrella sampling
Monte Carlo simulations;

• Vapor-liquid equilibrium properties of formic acid computed from Monte
Carlo simulations in the Gibbs ensemble.
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Table E.1: The experimental data for PVLE of formic acid reported by the DIPPR data-
base [373] used for the optimization of the thermodynamic model.

T/[K] P/[Pa] T/[K] P/[Pa] T/[K] P/[Pa]
323.15 15999 298.15 5733 374.39 103000
271.25 1333.2 267.92 1082.6 376.62 110000
283.35 2666.4 273.15 1487.9 382.41 130000
291.02 3999.7 281.4 2391.8 398.25 200000
296.75 5332.9 285.72 3029.1 299.79 6188
301.37 6666.1 293.15 4473 307.58 8881
311.63 10666 303.11 7247.4 310.03 9896
316.78 13332 313.04 11356 316.8 13293
326.62 19998 323.08 17345 324.84 18432
334.01 26664 333.13 25691 329.03 21830
345.08 39997 343.19 37410 336.16 28640
353.42 53329 353.08 52742 344.58 38845
360.2 66661 373.83 101660 349.13 45630

370.97 93325 383.77 135670 353.36 52449
373.71 101320 285.65 3000 357 59295
383.17 133320 291.15 4000 364.87 76343
389.75 159990 299.32 6000 374.78 103610
398.15 199980 310.31 10000 384.6 137770
283.45 2666.4 319.7 15000 392.65 172040
297.15 5332.9 326.74 20000
305.55 7999.3 337.27 30000
316.95 13332 345.2 40000
334.55 26664 351.63 50000
353.45 53329 357.09 60000
373.75 101320 361.84 70000
353.15 52240 366.08 80000
413.15 291000 369.9 90000
423.15 369100 371.68 95000
453.15 706400 373.06 99000
277.76 2000 373.39 100000
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Table E.2: The experimental data for ∆vapH of formic acid reported by the DIPPR
database [373] used for the optimization of the thermodynamic model.

T/[K] ∆vapH/[kJ/kg]
298.15 432.37
580 204.23
300 438.89
400 493.20
450 504.07
500 491.03
550 401.95

315.35 444.34
337.65 457.74
373.65 483.25
298.15 436.71
250 404.77
300 438.89
400 493.20
450 504.07
500 491.03
550 401.95
560 362.84
570 317.21

353.15 458.22
413.15 501.24
423.15 506.67
453.15 509.06
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Table E.3: The change in Gibbs free energy and equilibrium constants of HCOOH dimer-
ization computed from Quantum Mechanics and both routes of umbrella sampling Monte
Carlo simulations performed using Brick-CFCMC [143, 152]: dimer counting and poten-
tial of mean force computation (PMF). The subscripts show uncertainties computed as the
standard deviation from five independent simulations.

T/[K] QM
∆G/[kJ/mol] K

250 -25.98 267624.18
260 -24.60 87404.27
270 -23.22 31012.69
280 -21.84 11849.19
290 -20.46 4837.88
300 -19.08 2096.80

T/[K] MC - Dimer counter
∆G/[kJ/mol] K

250 -26.060.05 279183.086900
260 -25.210.06 116139.113100
270 -23.970.06 43415.901100
280 -22.510.07 15856.94480
290 -20.960.05 5966.76120
300 -19.260.09 2257.3980

T/[K] MC - PMF
∆G/[kJ/mol] K

250 -26.370.07 322922.2012000
260 -24.880.1 99964.414800
270 -23.360.1 33084.161400
280 -21.860.08 11970.10410
290 -20.910.03 5835.6365
300 -18.800.09 1880.9872
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Table E.4: Vapor-liquid equilibrium properties of HCOOH computed from Monte Carlo
simulations in the Gibbs ensemble, performed using Brick-CFCMC [143, 152]: densities of
the liquid and vapor phases, mole fractions of HCOOH monomer in the liquid and vapor
phases, saturation pressure, enthalpy of vaporization, and the entropies of the liquid and
vapor phases. The subscripts show uncertainties computed as the standard deviation from
five independent simulations.

T ρliq ρvap Xliq Xvap
/[K] /[kg/m3] /[kg/m3]
335 1166.840.19 1.360.19 0.008920.00010 0.46000.0008
360 1132.990.53 3.010.53 0.013710.00002 0.50490.0020
385 1096.480.34 5.530.34 0.020400.00006 0.50510.0005
410 1056.910.39 10.140.39 0.029420.00009 0.51450.0004
435 1014.560.54 15.900.54 0.041000.00006 0.52350.0003
460 966.260.43 26.020.43 0.056360.00026 0.53050.0003
485 911.590.41 39.620.41 0.075980.00011 0.53410.0038
510 847.880.31 59.230.31 0.101110.00017 0.52140.0015
535 767.362.57 90.162.57 0.134480.00061 0.49770.0081
560 657.315.33 140.465.33 0.181850.00154 0.45870.0095

T Psat ∆vapH sliq svap
/[K] /[bar] /[kJ/kg] /[kJ/kg K] /[kJ/kg K]
335 0.390.14 746.5832 1.3860.04 3.5450.08
360 0.730.18 674.9239 1.6320.04 3.4790.10
385 1.860.09 649.1114 1.9200.01 3.5230.03
410 3.410.05 603.4512 2.1410.002 3.5360.03
435 5.800.06 585.009.0 2.3450.001 3.6100.02
460 9.370.07 542.144.6 2.5320.001 3.6360.01
485 14.300.11 500.872.6 2.7060.001 3.6690.005
510 20.860.15 447.751.3 2.87100.0005 3.6850.002
535 29.170.18 377.456.4 3.0320.002 3.6850.01
560 39.650.26 280.729.3 3.1970.003 3.6600.01





Summary

There is a growing interest in economically attractive technologies for reducing
carbon dioxide emissions while synthesizing a product with a wide range of
applications. One of the possible routes for carbon dioxide conversion is the
electrochemical reduction to formic acid (HCOOH) in an aqueous solution.
This is not optimal due to the low solubility of carbon dioxide in water. It
is crucial to investigate the possibilities of improving the solubility of carbon
dioxide and thus the efficiency of the carbon dioxide conversion without de-
creasing the ionic conductivity of an electrolyte solution. Another method
for formic acid production is the carbon dioxide hydrogenation reaction. The
high free energy barrier of carbon dioxide hydrogenation in the gas phase
indicates that a catalyst is needed to mediate the reduction. The cost of
transition metal catalysts and the toxicity of the transition elements are two
major limitations in their usage. The confinement effect of porous materi-
als on the thermodynamical equilibrium of the reaction may be considered a
cost-effective alternative to the transition metal catalysts, provided that the
reaction free energy barrier is not too high. Due to the higher density of the
pore phase compared to the gas phase by Le Chatelier’s principle and the se-
lective adsorption of favored components, the equilibrium distribution in the
pore is different from that in the gas phase. In this work, advancements in
formic acid production methods are proposed through force field-based Monte
Carlo molecular simulation studies. The selected force field for formic acid
was validated by reproducing the experimental densities, vapor-liquid equilib-
rium coexistence curve, and saturated vapor pressures. Implementation of the
Continuous Fractional Component method for Monte Carlo simulations in the
NV T/NPT ensembles enabled the direct calculation of chemical potentials.
This allowed for the observation of increased carbon dioxide solubility with
increasing formic acid fraction in the solution, suggesting formic acid produc-
tion as a potential method to enhance carbon dioxide solubility. To study the
thermodynamic confinement effects on the carbon dioxide hydrogenation to
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formic acid, Monte Carlo simulations in the grand-canonical ensemble were
performed in Metal-Organic Frameworks (MOFs), using gas-phase mole frac-
tions of carbon dioxide, hydrogen, and formic acid at chemical equilibrium,
obtained from Continuous Fractional Component Monte Carlo simulations in
the Reaction Ensemble. By comparing the performance of MOFs with dif-
ferent pore size distributions and metal centers, it is found that the stronger
confinement resulting from the smaller pores does not guarantee the improve-
ment of formic acid production in the carbon dioxide hydrogenation reaction.
The prevailing factor is the type of metal center in the metal-organic frame-
work. Due to the presence of highly reactive open-metal sites, the M-MOF-74
series allows to fully investigate the dependence of formic acid production en-
hancement on the type of metal center, minimizing the effect of pore size.
Non-polarizable carbon dioxide, and hydrogen force fields for adsorption in
M-MOF-74 (M = Ni, Cu, Co, Fe, Mn, Zn), compatible with the formic acid
force field are adjusted by scaling the Coulombic interactions of M-MOF-74
atoms and Lennard-Jones interaction potentials between the center of mass of
hydrogen and the open-metal centers. The computed loadings, heats of car-
bon dioxide and hydrogen adsorption, and binding geometries in M-MOF-74
are in very good agreement with experimental data. The equilibrium geomet-
ries of formic acid in M-MOF-74 computed from force field-based simulations
using Baker’s minimization method are comparable to the results from DFT
calculations. Depending on the metal center, the enhancement in formic acid
production decreases in the same order as its isosteric heat of adsorption: Ni >
Co > Fe > Mn > Zn > Cu. The strongest host-guest interaction of formic acid
with Ni-MOF-74 causes the most significant influence on the carbon dioxide
hydrogenation thermodynamics, enhancing formic acid production by ca. 105

times compared to the gas phase at 298.15 K, 60 bar. Ni-MOF-74 has the po-
tential to be an alternative to transition metal catalysts for improving formic
acid production due to the elimination of the high-cost temperature elevation,
more valuable final product, and comparable final concentration of formic acid
to the reported concentrations of formate obtained using transition metal cata-
lysts. Additionally, this work introduces a multi-scale methodology integrating
force field-based Monte Carlo simulations, Quantum Mechanics, and equations
of state to characterize the thermodynamics of formic acid dimerization for the
potential application as a new reactive fluid in thermodynamic cycles. This ap-
proach effectively predicts equilibrium constants, the enthalpy and entropy of
dimerization, as well as phase equilibrium properties with high accuracy com-
pared to experimental data. The methodology demonstrates strong agreement
between different computational methods, showing its potential for predicting
the thermodynamic properties of similar reactive systems.
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