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1
Introduction

CO2, a major greenhouse gas, plays a pivotal role in intensifying the greenhouse
effect and driving climate change [1]. As shown in Fig. 1.1, an alarming increase
in the concentration of CO2 in the atmosphere has been witnessed, surging from
310 ppm in 1960 to 420 ppm in 2023 [2], a trend primarily attributed to fossil
fuel combustion [3]. The projections indicate that even if CO2 emissions are kept
constant, the concentration of CO2 in the atmosphere is expected to reach 500
ppm by 2050 [1]. This rise in CO2 concentration has already led to a significant
increase in the global surface temperature compared to pre-industrial times, with
an observed increase of more than 1 °C [2]. In this context, natural gas as a
strategic transition fuel until the large scale usage of renewable energy sources
becomes feasible gains importance, offering a tangible pathway to mitigate CO2
emissions and transition towards a sustainable global energy landscape. Compared
to other fossil fuels, natural gas combustion produces much lower particulate matter
emissions and has the highest energy output per mole of emitted CO2 [4–6].

40% of the known natural gas sources have high concentrations of acid gases,
specifically, more than 2 mol % of CO2 and 100 ppm of H2S [7]. While some
of the reservoirs with the lowest concentrations of CO2 and H2S are located in
Russia, central Asia, and the Middle East, typically, the reservoirs in southeast Asia
and northwest Australia have the highest concentrations of CO2 and H2S, reaching
CO2 and H2S concentrations up to 80 mol % [8] and 26 mol % [9], respectively.

This chapter is based on the following papers:
H. M. Polat, Hirad S. Salehi, R. Hens, D. O. Wasik, A. Rahbari, F. de Meyer, C. Houriez, C. Coquelet,
S. Calero, D. Dubbeldam, O.A. Moultos and T. J. H. Vlugt, New Features of the Open Source Monte
Carlo Software Brick-CFCMC: Thermodynamic Integration and Hybrid Trial Moves, Journal of Chemical
Information and Modeling, 61, 3752-3757 (2021).
H. M. Polat, F. de Meyer, C. Houriez, O. A. Moultos, and T. J. H. Vlugt, Solving Chemical Absorption
Equilibria using Free Energy and Quantum Chemistry Calculations: Methodology, Limitations, and New
Open-Source Software, Journal of Chemical Theory and Computation, 19, 2616-2629 (2023).
H. M. Polat, F. de Meyer, C. Houriez, C. Coquelet, O. A. Moultos and T. J. H. Vlugt, Transport properties
of mixtures of acid gases with aqueous monoethanolamine solutions: A molecular dynamics study, Fluid
Phase Equilibria, 564, 113587 (2023).
H. M. Polat, C. van der Geest, F. de Meyer, C. Houriez, C. Coquelet, T. J. H. Vlugt and O. A. Moultos,
Densities, viscosities, and diffusivities of loaded and unloaded aqueous CO2/H2S/MDEA mixtures: A
molecular dynamics simulation study, Fluid Phase Equilibria, 575, 113913 (2023).
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Figure 1.1: CO2 concentration in the atmosphere and global surface temperature anamolies for years
from 1960 to 2023 [2]. Surface temperature anamolies are calculated by subtracting the average global
surface (land and ocean) temperature (13.9 °C) of the 20th century (1901–2000) from the average sur-
face temperature of a specific year. The dashed line represents the baseline of zero surface temperature
anamoly.

Hydrocarbon, CO2, and H2S concentrations in different natural gas reservoirs are
listed in Table 1.1. CO2 and H2S can cause corrosion of the pipelines [10, 11],
and therefore, these components must be removed from the natural gas streams.
Also, for safety reasons, H2S must be removed since it is a toxic gas [12]. For
transportation in pipelines, CO2 and H2S concentrations should be lower than 2 mol
% and 4 ppm [13], respectively. In liquefied natural gas (LNG), CO2 concentrations
should be lower than 50 ppm [8] to eliminate the blockages caused by solid CO2 in
the liquefaction process.

1.1. Acid Gas Removal Technologies
Several different processes can be used to remove acid gases from natural gas
streams such as membrane-based separation [16, 17], cryogenic distillation [18,
19], direct conversion of H2S to elemental sulfur [20, 21], adsorption-based sepa-
ration [22–24], and absorption-based separation [7]. Membrane-based separation
uses selective membranes to separate acid gases (CO2 and H2S) from industrial gas
streams based on molecular size and affinity towards membrane material [25, 26].
Membrane-based separation processes offer reduced capital and maintenance cost
(as there are no moving parts), operational simplicity, and space efficiency [27].
However, with most commercial membranes, there is a trade-off between selec-
tivity and permeability, i.e., multistage units and high surface areas are needed
for an efficient separation with high permeability [25, 26, 28]. Membrane-based
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Table 1.1: Hydrocarbons, N2, CO2, H2S composition of the natural gas in different reservoirs. All con-
centrations are reported in mol%. C2+ denotes the hydrocarbons heavier than methane.

Location CH4 C2+ N2 CO2 H2S Source

Groningen, The Netherlands 81.28 3.51 14.27 0.94 Unknown [14]
Pars, Iran 89.24 3.44 1.70 3.28 0.66 [14]

Waterton, Canada 65.49 14.03 0.97 3.48 16.03 [14]
Velebit, Serbia 88.50 3.85 3.72 3.88 Unknown [15]

Novi Kneževac, Serbia 83.00 7.55 5.00 4.14 Unknown [15]
Libo Southeast, Indonesia 62.48 15.52 Unknown 22.00 0.00 [9]

Tanjung Miring Timur, Indonesia 63.82 9.29 Unknown 0.50 26.40 [9]
Bojongraong, Indonesia 4.58 3.18 Unknown 92.24 0.00 [9]

Walio, Indonesia 73.60 20.76 Unknown 4.31 1.33 [9]

separation may also suffer from fouling of the membranes [29]. In cryogenic dis-
tillation, CO2 and H2S are separated from natural gas streams using the difference
in boiling points of the components. This technology offers high separation effi-
ciency, however, it is a very energy intensive process as the required temperatures
are very low (<200K) [28, 30]. The direct conversion of H2S to elemental sulfur
involves a chemical reaction using a catalyst that transforms H2S into solid sulfur
[31]. This technology is known for its simplicity and high efficiency of H2S removal
from natural gas, however, other stages of CO2 removal are required. This process
is also energy intensive as the required temperatures are high (>493K) [31–33].
Adsorption-based separation, using solid materials such as activated carbons, ze-
olites, or metal-organic frameworks for selective chemical and/or physical adsorp-
tion, stands out for its versatility and low energy consumption [26]. However, most
available adsorbents offer low selectivity of acid gases and low adsorption capacities
[28, 34, 35].

Absorption-based separation is commonly preferred for acid gas removal from
natural gas streams as it is a mature and reliable process which also results in very
low amounts of absorbed (lost) methane [36–38]. This process uses liquid solvents
to remove CO2 and H2S from natural gas streams [7, 37, 39, 40]. The liquid sol-
vents are typically aqueous solutions of alkanolamines, such as monoethanolamine
(MEA), diethanolamine (DEA), and N-methyldiethanolamine (MDEA), which can ab-
sorb acid gases by physical and/or chemical absorption [7, 36]. In absorption-based
separation of acid gases, the natural gas stream flows through a high pressure col-
umn (usually at pressures of 20–100 bar [41]) at temperatures in the range of
313–353 K [42]. The acid gases come in contact with the solvent and are absorbed
by the liquid phase. Another advantage of the absorption-based separation pro-
cess is that the liquid solvents can be regenerated at high temperature (typically
at 363–383 K) and reused. A schematic of absorption-based acid gas removal pro-
cess is shown in Fig. 1.2. To optimize this process, process simulation software
is typically used [43–46]. The process simulation software requires parameters
such as the vapor-liquid equilibrium (VLE) curve of acid gases at very low pressures



1

4 1. Introduction

(the partial pressure of CO2 and H2S can be lower than 1 kPa in the absorption
column), diffusion coefficients of the acid gases, and the viscosity and the density
of the solvent [47]. Therefore, accurate knowledge of these properties is crucial
for the process design of both the absorption and regeneration stages. Stirred
cell setups are used to measure the VLE of acid gases in aqueous alkanolamine
solutions [48–54]. Stirred cell setups are designed to investigate the equilibrium
and mass transfer kinetics in an absorption process, typically containing a vessel
equipped with stirring mechanisms to facilitate gas-liquid contact and a pressure
gauge to measure the pressure of the gas phase [53]. Due to the limitations of this
setup, it is very challenging to measure VLE of CO2 and H2S in liquid solvents at
very low pressures. In the stirred cell method, the partial pressure of acid gases at
equilibrium are measured as the difference between the total pressure measured
in the cell and the vapor pressure of the solvent measured before the absorption
takes place (𝑃acid gas = 𝑃total − 𝑃vapor). At very low partial pressures of CO2 and
H2S, the values 𝑃total and 𝑃vapor are very close to each other which introduces
a significant uncertainty in the measured partial pressures of acid gases. To cir-
cumvent this issue, Derks [53] suggested the use of a second stirred cell, which
measures 𝑃vapor continuously during the experiment, decreasing the uncertainty in
the measured values of 𝑃vapor. Derks [53] was able to measure partial pressures
of CO2 as low as 0.148 kPa with an uncertainty of 0.01 kPa. For more details of
this experimental setup, the reader is referred to Ref. [53]. In addition to these
challenges, experiments with H2S pose significant safety risks due to toxicity, espe-
cially at high-pressure and high-temperature conditions [12]. Since CO2 and H2S
react with the solvent, it is challenging to experimentally measure their diffusivi-
ties in aqueous alkanolamine solvents. For this reason, estimates of the diffusion
coefficients of acid gases are obtained by performing experiments with surrogate
non-reacting molecules such as N2O instead of CO2 [55–57]. For example, Sada et
al. [58] estimated the diffusion coefficient of CO2 in aqueous solutions of different
alkanolamines by measuring the diffusion coefficient of N2O in these solutions. For
more examples of the CO2/N2O analogy, the reader is referred to refs. [55, 59, 60].

1.2. Simulations of Absorption-Based Acid Gas
Removal

1.2.1. Simulation Methods
To address experimental challenges in measuring very low partial pressures and
diffusivities of acid gases, computational methods play a crucial role [61]. In this
section, simulation methods, including quantum chemistry calculations and force
field-based molecular simulations, are explained. These simulation methods offer
valuable insights into the reaction equilibria and transport phenomena in absorption-
based acid gas removal processes.

Quantum chemistry calculations solve an approximation of the Schrödinger equa-
tion (as the Schrödinger equation is not solvable for systems of physical interest,
i.e., molecules with many atoms), providing insight into the electronic structure of
molecules [62–65]. Quantum chemistry calculations are used to study the struc-
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Acid gas rich 
gas stream
(313-353 K,
20-100 bar)

Acid gas 
rich solvent
(313-353 K)

Acid gas 
lean solvent
(313-353 K)

Acid gas lean 
gas stream
(313-353 K,
20-100 bar)

Absorption 
Column

MDEA
H2O

Acid gas stream
(363-383 K)

Regeneration 
Column

MDEA
H2O

MDEAH+

HCO3
-

SH-CO2

H2S
CH4

Figure 1.2: Schematic representation of a absorption-based acid gas removal process using aqueous
alkanolamine solvent as absorbent. Acid gas rich natural gas stream enters the absorption column and
comes in contact with the absorbent solvent (usually at temperatures in the range of 313–353 K [42]
and pressures in the range of 20–100 bar [41]). Acid gases are absorbed into the solvent where CO2 and
H2S reacts and forms reaction products such as HCO

–
3 and SH – . Acid gas rich solvent is transferred to

the regeneration column where it releases CO2 and H2S at high temperatures, usually in the range of
363–383 K. In this schematic, an aqueous MDEA solution as absorbent is shown as an example.

ture and behavior of molecules at the electron scale. These calculations are often
performed at a steady state and a temperature of 0 K [66, 67]. Quantum chem-
istry calculations involve choosing appropriate (1) levels of theory, and (2) basis
sets. A level of theory is a method to approximate the complex interactions be-
tween electrons in a molecule [68]. Common levels of theory in quantum chemistry
calculations are Hartree-Fock (HF) [69], second order Møller-Plesset perturbation
(MP2) [70], and density functional theory (DFT) [64, 71–73]. In selecting levels
of theory for quantum chemistry calculations, there is typically a trade-off between
computational cost and calculation accuracy [74]. For example, in the HF level of
theory [69], the electron-electron interactions in a molecule are computed using a
mean-field approximation, i.e., each electron interacts with an average field of all
other electrons, while the MP2 level of theory [70] accounts for the interactions be-
tween pairs of electrons. The HF and MP2 levels of theory scale approximately with
𝒪(𝑁4) and 𝒪(𝑁5), respectively, where 𝑁 is the number of atoms [75]. Basis sets
are the mathematical functions used to approximate the wavefunctions (probability
distributions) of electrons in molecules [76]. The trade-off between computational
cost and accuracy is also apparent in basis sets choice. Minimal basis sets such
as STO-3G are less costly and less accurate, while more elaborate ones such as
6-311+G are more accurate but come with higher computational costs [76]. These
calculations yield valuable information about the molecular electronic energies and
geometries which can be essential for understanding chemical processes. Another
important thermodynamic property that can be computed using quantum chemistry
calculations is the partition function of an isolated molecule. Partition function of
an isolated molecule is a sum over all possible states of the specific molecule [77].
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The partition function bridges the gap between quantum chemistry and thermody-
namics at larger scales by allowing for the calculation of various thermodynamic
quantities such as heat capacities and standard ideal gas chemical potentials (𝜇0𝑖 )
[77–79]. To perform quantum chemistry calculations, software packages such as
Gaussian [78], ORCA [80], and NWChem [81] can be used.

In many molecule systems, a system state refers to a specific configuration of
molecules of the simulated system. At constant temperature or pressure, not all sys-
tem states have the same statistical weight (probability) [82, 83]. Given the enor-
mous number of potential system states, individually analyzing each one is com-
putationally not possible. The probability of a system state occurring is governed
by the principles of statistical mechanics, which take into account factors such as
energy, entropy, and volume [82]. To compute the energy of a system state, quan-
tum chemistry [78, 84] or classical force field-based [85, 86] approaches can be
used. Due to the high computational cost of quantum chemistry approach, classical
force fields are more practical to use for systems with many (>100) molecules [82].
Classical force field-based methods, i.e., molecular simulations, simplify molecular
interactions by using empirically- or quantum chemically-derived potentials, en-
abling efficient exploration of different system states [87–92]. Therefore, molecu-
lar simulations provide valuable insights into system behavior while mitigating the
computational demands associated with quantum mechanical calculations. Clas-
sical force fields used in molecular simulations typically include non-bonded and
bonded potentials. Non-bonded potentials often consist of two components: the
Lennard Jones (LJ) potential, which characterizes the van der Waals interactions,
and electrostatic potentials, which describe the interactions between atoms due to
their charges [82, 83]. Bonded potentials are used to describe the bonds, angles,
and torsions (dihedral angles) within molecules to accurately capture the molecular
structure [88, 89, 93]. There are molecule-specific force fields tailored for individ-
ual molecules, such as the TIP4P/2005 force field [94] for water, as well as generic
force fields, such as the Optimized Potentials for Liquid Simulations-All Atom (OPLS-
AA) [88, 89] force field and General Amber Force Field (GAFF) [95], which can be
applied to a broader range of chemical compounds in molecular simulations.

There are two main methods to the molecular simulations: (1) the Monte Carlo
(MC) approach where the system states are sampled according to their statistical
weight, and (2) Molecular Dynamics (MD) approach where the dynamical evolution
of a system as a function of time is followed. These two methods are considered
equivalent, as proposed by the ergodicity hypothesis [82]. In MC simulations, fa-
vorable system states, corresponding to lower potential energies, are sampled with
higher probabilities, while unfavorable system states are rejected or accepted with
a lower probability (as these have lower statistical weight) [82]. MC simulations
sample relevant system states using trial moves, which are actions that change the
configuration of molecules in the system [82, 85, 96]. These trial moves include
translation of molecules, rotation of molecules, and volume changes of the system
[85, 86, 96]. For example, a translation trial move involves randomly selecting a
molecule and displacing it by a certain distance in a random direction within the
simulation box. Typically, thousands to millions MC cycles are performed in an MC
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simulation where each MC cycle consists of 𝑁 number of trial moves [97]. MC sim-
ulations can be used to compute equilibrium properties such as densities [90, 93],
fugacity coefficients [98, 99], heat capacities [100–102], and excess chemical po-
tentials of species (𝜇ex𝑖 ) [103–108]. However, challenges exist in MC simulations,
particularly when computing 𝜇ex𝑖 of a species in a dense solution, as the lack of avail-
able space hinders the insertion/deletion of a molecule. To overcome this problem,
advanced methods such as the Configurational-Bias MC (CBMC) [109–113] and
Continuous Fractional Component MC (CFCMC) [97, 114–119] methods have been
developed. For example, the CFCMC method uses gradual insertions/deletions of
particles to/from the simulation box, allowing surrounding molecules to configure
accordingly with the insertion/deletion. MC simulations can be performed using
software packages such as RASPA [85, 113, 120, 121], GOMC [86], Cassandra
[122], and Brick-CFCMC [96, 97, 123].

In MD simulations, the dynamical evolution of a system in time is followed by
solving Newton’s equations of motion for each atom in the simulation [82, 83].
MD simulations are constrained by computational resources, and can be applied
to systems with millions of atoms [124, 125] and up to timescales of milliseconds
[126, 127]. This limitation impacts the ability of the simulation to provide insight
into rare events (such as unfolding of a protein), long-timescale phenomena (such
as clustering of molecules over several seconds), or macroscopic behaviors (such
as the flow of fluids through pores) [82]. MD simulations are particularly effective
in capturing dynamic properties of materials and molecules, making them valuable
for predicting transport properties such as thermal conductivities, viscosities, and
diffusion coefficients [82, 83]. Popular MD simulation software packages include
GROMACS [128, 129], LAMMPS [130], AMBER [131, 132], and NAMD [133].

1.2.2. Predicting Reaction Equilibria and VLE using Free
Energy and Quantum Chemistry Calculations

The equilibrium condition for a chemical reaction can be computed using the chem-
ical potentials of the species involved in the reaction [134]:

𝑁species

∑
𝑖=1

𝜈𝑖,𝑗𝜇𝑖 = 0 (1.1)

where 𝑁species is the number of species involved in reaction 𝑗 (including the solvent
and the solutes), 𝜈𝑖,𝑗 is the stoichiometric coefficient of species 𝑖 in reaction 𝑗, and
𝜇𝑖 is the chemical potential of species 𝑖. The chemical potential of species 𝑖 is
calculated using an ideal gas reference state [96]:

𝜇𝑖 = 𝜇0𝑖 + 𝜇ex𝑖 + 𝑅𝑇 ln [ 𝜌𝑖𝜌0
] (1.2)

where 𝑇 is the absolute temperature, 𝜌𝑖 is the number density of solute 𝑖 in the
solvent, and 𝜌0 is the reference number density of 1 molecule Å−3 [96]. The value
of 𝜇0𝑖 of a molecule depends on the internal degrees of freedom in the molecule and
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can be computed using quantum chemistry calculations or thermodynamic tables,
such as JANAF tables [135, 136].

Noroozi et al. [104] computed the values of 𝜇0𝑖 for 7 different alkanolamines
using quantum chemistry calculations. Rahbari et al. [137] used JANAF tables
to compute the values of 𝜇0𝑖 for CO, H2O, CO2, H2, HCOOH, and CH4 to predict
reaction equilibria in combined steam reforming of methane and formic acid. The
value of 𝜇ex𝑖 of a molecule is determined by the interactions between the molecule
and surrounding molecules [134]. This value can be computed using free energy
calculations in MC or MD simulations. In dense solutions such as the aqueous
alkanolamine solutions relevant to absorption-based acid gas removal processes,
the CFCMC method offers accuracy as the molecules are inserted/deleted gradually
to/from the simulation box using an interaction scaling parameter 𝜆 in an expanded
ensemble [96, 123]. The interactions of a molecule (or a molecule group) are
scaled from no interactions with the surrounding (𝜆 = 0) to full interactions with
the surrounding (𝜆 = 1). In the CFCMC method, the values of 𝜇ex𝑖 can be computed
as [96, 106]:

𝜇ex𝑖 = −𝑅𝑇 ln [𝑝(𝜆𝑖 = 1)𝑝(𝜆𝑖 = 0)
] (1.3)

where 𝑝(𝜆𝑖 = 1) and 𝑝(𝜆𝑖 = 0) are the probabilities of 𝜆 of species 𝑖 being 1
and 0, respectively. Using Eq. (1.3), Hens et al. [96] computed the values of
𝜇ex𝑖 for methanol, acetic acid, methyl acetate, and water to predict the reaction
equilibrium constant of the esterification of methanol with acetic acid. In another
study, Poursaeidesfahani et al. [117] computed the values of 𝜇ex𝑖 of H2, N2, and NH3
using the CFCMC method. Despite the application of the CFCMC method to many
species in different solutions [97, 108, 138–140], its use for ionic species such as
HCO –

3 , CO 2–
3 , and SH– , which are relevant to absorption-based acid gas removal

processes, is not documented in literature. Also, the accuracy of computing 𝜇0𝑖 and
𝜇ex𝑖 using quantum chemistry and free energy calculations, respectively, and the
accuracy of reaction equilibria computed using predicted values of 𝜇0𝑖 and 𝜇ex𝑖 has
not been tested in literature.

Reaction equilibria can be used to determine the loading of acid gases in a
reactive liquid solvent. By using the concentrations of dissolved free gases (free
CO2 or H2S) in the liquid phase (obtained from reaction equilibria calculations), the
partial pressure of acid gases in the gas phase can be computed [5]. The VLE of
acid gases in a reactive liquid solvent is characterized by the loading of the acid gas
in the liquid phase and the partial pressure of the acid gas in the gas phase.

1.2.3. Predicting Transport Properties using Molecular
Dynamics Simulations

Viscosities and diffusivities of acid gas loaded and unloaded aqueous alkanolamine
solutions are crucial for the optimization of the absorption-based acid gas removal
processes [47, 141, 142]. MD simulations offer a powerful tool for predicting trans-
port properties in different solutions [143–149]. However, accurate determination
of viscosities and diffusion coefficients requires MD simulations to span sufficiently
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long time scales to capture diffusive processes. Typically, MD simulations must ex-
tend over nanosecond to microsecond time scales to accurately capture transport
properties such as viscosities and diffusivities [82, 83, 144, 145]. As a rule of thumb,
longer MD simulations need to be performed for more viscous solutions, in which
the movement of molecules is slower compared to a less viscous solution. Despite
the importance of transport properties in the optimization of absorption-based acid
gas removal processes, the available studies in literature are scarce. Chen et al.
[56] computed the diffusion coefficients of CO2 and H2S in aqueous MEA solutions
at 303K to validate the CO2/N2O analogy, a method to predict the diffusivity of
CO2 from the measured diffusivity of N2O (as CO2 reacts with the solution and N2O
does not [55, 60]). Melnikov et al. [150] computed the diffusion coefficients of
CO2 in aqueous MEA solutions for different loadings of CO2 at 313K, revealing that
the diffusion coefficients of all the species in CO2 loaded aqueous MEA solution de-
crease significantly with increasing CO2 loading. Yiannourakou et al. [7] computed
the diffusion coefficients of MDEA and CO2 in 30 wt.% MDEA/water solutions for a
temperature range of 300–400 K. However, there is a notable gap in the literature
regarding the temperature and alkanolamine concentration dependence of diffusion
coefficients of acid gases in commonly used aqueous alkanolamine solutions such
as MEA and MDEA. Additionally, the viscosities and diffusion coefficients of reaction
products from CO2 and H2S absorption in aqueous alkanolamine solutions remain
unexplored.

1.3. Outline of This Thesis
This thesis introduces numerical methods, mainly molecular simulation-based tech-
niques, as a complementary approach to address experimental challenges encoun-
tered in measuring VLE and diffusivities of acid gases in aqueous alkanolamine
solutions, paving the way for more efficient absorption-based acid gas removal
processes. The thesis is organized as follows:

Chapter 2 presents several new major features added to Brick-CFCMC (https:
//gitlab.com/ETh_TU_Delft/Brick-CFCMC). Brick-CFCMC is an advanced
open-source MC code to calculate phase- and reaction equilibria using classical
force fields in different ensembles with the CFCMC method. In Brick-CFCMC, ex-
cess chemical potentials of species, 𝜇ex, can be computed using the “probability”
route (Eq. (1.3)), however this method requires sampling of the entire 𝜆-space in
a single simulation. As this is very challenging for ionic and/or polar species, the
first newly implemented feature is thermodynamic integration for the computation
of 𝜇ex because this method eliminates the need for sampling the full 𝜆-space in
a single MC simulation and enables the computation of 𝜇ex for ionic and/or polar
molecules (as relevant to acid gas removal using aqueous alkanolamine solutions).
For this purpose, the computation of the ensemble average of the derivative of the
potential energy with respect to the scaling factor for intermolecular interactions
(⟨𝜕𝑈/𝜕𝜆⟩) was implemented for LJ and electrostatic interaction potentials. Efficient
bookkeeping is implemented so that the value of the term 𝜕𝑈/𝜕𝜆 is updated after
every MC trial move with negligible computational cost. The accuracy and reliability
of the calculation of 𝜇ex is demonstrated by computing the free energy of hydration

https://gitlab.com/ETh_TU_Delft/Brick-CFCMC
https://gitlab.com/ETh_TU_Delft/Brick-CFCMC
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of sodium chloride in water. Also, hybrid MC/MD translation and rotation trial moves
to increase the efficiency of sampling of the configuration space are implemented.
In these trial moves, short MD trajectories are performed to collectively displace
or rotate all molecules in the system. These trajectories are accepted or rejected
based on the drift of the total energy. The efficiency of these trial moves can be
tuned by changing the timestep and the trajectory length. The new trial moves
increase the efficiency of MC simulations, as shown using a case study of a viscous
fluid.

In Chapter 3, an open-source chemical reaction equilibrium solver in Python
(CASpy, https://github.com/omoultosEthTuDelft/CASpy) is developed
to compute the concentration of species in any reactive liquid-phase absorption
system. An expression for a mole fraction-based equilibrium constant as a function
of 𝜇ex𝑖 (that can be computed using Brick-CFCMC), 𝜇0𝑖 (that can be computed using
quantum chemistry calculations), temperature, and volume is derived. As a case
study, the CO2 absorption isotherm and speciation in a 23 wt.% MDEA/water so-
lution at 313.15 K are computed, and the results are compared with available data
from literature. The results show that the computed CO2 isotherms and speciations
are in excellent agreement with experimental data, demonstrating the accuracy
and the precision of CASpy. The binary absorption of CO2 and H2S in 50 wt.%
MDEA/water solutions at 323.15 K are computed and compared with available data
from literature. The computed CO2 isotherms showed good agreement with other
modeling studies from literature, while the computed H2S isotherms did not agree
well with experimental data. This is because the experimental equilibrium constants
used as an input were fitted to reproduce H2S solubility in pure water and need to
be adjusted for H2S/CO2/MDEA/water systems. Using free energy calculations with
two different force fields for MDEA and MDEAH+ (GAFF and OPLS-AA) and quantum
chemistry calculations, the equilibrium constant (𝐾) of the MDEAH+ dissociation
reaction are computed. Despite the good agreement of the OPLS-AA force field
(ln [𝐾] = −24.91) with the experiments (ln [𝐾] = −23.04), the partial pressures of
CO2 computed using the experimental equilibrium constant are ca. 6 times higher
than the ones computed using the equilibrium constants from the OPLS-AA force
field at low CO2 loadings. The limitations of computing CO2 absorption isotherms
using free energy and quantum chemistry calculations are systematically investi-
gated. Results show that the computed values of 𝜇ex𝑖 are very sensitive to the point
charges used in the simulations which limits the predictive power of this method.

Chapter 4 investigates the effect of temperature and MEA concentration on the
self-diffusivity of acid gases, CO2 (𝐷CO2

), and H2S (𝐷H2S) in aqueous MEA solutions.
For this purpose, densities of pure MEA and 30 wt.% MEA/water solutions are
computed while scaling the LJ energy parameters (𝜀, from OPLS-AA force field)
and point charges (obtained using quantum chemistry calculations) of all atoms in
MEA. Results show that with a scaling factor of 0.80 applied to the point charges
of MEA, computed densities agree well with the experimental ones from literature.
This was tested by computing viscosities and the self-diffusivity of pure MEA and 30
wt.% MEA/water solutions and comparing these with experiments. Results show
that the scaling factor of 0.80 also works well for predicting transport properties

https://github.com/omoultosEthTuDelft/CASpy
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of MEA/water solutions. Finally, self-diffusivities of infinitely diluted CO2 and H2S
for temperatures ranging from 293–353 K and MEA concentrations of 10–50 wt.%
are computed. The self-diffusivity of both acid gases depends significantly on the
temperature and MEA concentration in the solution.

In Chapter 5, the effects of temperature and MDEA concentration on 𝐷CO2
and

𝐷H2S in unloaded and acid gas loaded aqueous MDEA solutions are investigated.
The densities and viscosities of aqueous MDEA solutions for an MDEA concentration
range of 10–50 wt.% and a temperature range of 288–333 K are computed, showing
an excellent agreement with experimental data from literature. The self-diffusivities
of MDEA (𝐷MDEA) in aqueous MDEA solutions are computed and the results show
that the computed values of 𝐷MDEA are in excellent agreement with experimen-
tal and simulation results from literature. The self-diffusivities 𝐷CO2

and 𝐷H2S in
aqueous MDEA solutions are computed for a wide range of temperatures and MDEA
concentrations, and the results show that both 𝐷CO2

and 𝐷H2S depend significantly
on temperature and MDEA concentration. Comparing results with Chapter 4, it
is shown that both CO2 and H2S diffuse slower in aqueous MDEA solutions than
in aqueous MEA solutions. The slower diffusion of acid gases in aqueous MDEA
solutions can be attributed to the branched structure of MDEA which presents a
larger hindrance compared to the linear and smaller MEA molecules. By compar-
ing the radial distribution functions of CO2, H2S, water, and MDEA, it is revealed
that H2S has stronger interactions with the surrounding molecules than CO2, which
makes H2S diffuse slower in aqueous MDEA solutions. The densities and viscosities
of the acid gas loaded aqueous MDEA solutions and self-diffusivities of the reac-
tion products of CO2 and H2S with aqueous MDEA solutions are also investigated.
The self-diffusivities of CO2-loaded solutions significantly decrease with increasing
CO2 loading, while the self-diffusivities of H2S-loaded solutions do not change with
changing H2S loading. This phenomenon can be attributed to the distinct shapes
of the reaction products formed during CO2 and H2S absorption in aqueous MDEA
solutions. The linear shape of the reaction product from H2S absorption (SH

– )
contrasts with the spherical shape of the reaction product from CO2 absorption
(HCO –

3 ), potentially explaining the observed differences in self-diffusivities as a
function of acid gas loading. The results of this thesis will be helpful in the design
and optimization of acid gas removal units.
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Thermodynamic Integration
and Hybrid MC/MD Trial
Moves in Brick-CFCMC

Thermodynamic Integration Hybrid MC Trial Moves

Thermodynamic integration for the computation of excess chemical potentials 𝜇ex and hybrid
MC/MD trial moves were implemented in Brick-CFCMC. Thermodynamic integration elimi-
nates the need to sample the entire 𝜆-space in a single simulation and increases the pre-
cision in the computed 𝜇ex, while hybrid MC/MD trial moves increases the efficiency of MC
simulations.

This chapter is based on the paper:
H. M. Polat, Hirad S. Salehi, R. Hens, D. O. Wasik, A. Rahbari, F. de Meyer, C. Houriez, C. Coquelet,
S. Calero, D. Dubbeldam, O.A. Moultos and T. J. H. Vlugt, New Features of the Open Source Monte
Carlo Software Brick-CFCMC: Thermodynamic Integration and Hybrid Trial Moves, Journal of Chemical
Information and Modeling, 61, 3752-3757 (2021).
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2.1. Introduction
Recently, we presented Brick-CFCMC [96], an open source molecular simulation
code for the calculation of phase and reaction equilibria using the state-of-the-art
force field-based MC simulations in different ensembles, such as the NVT, the NPT,
the grand-canonical ensemble, the reaction ensemble [151–153], and the Gibbs
ensemble [154–156]. Brick-CFCMC uses the CFCMC method [114–116, 123, 157]
for molecule exchanges. This method involves a fractional molecule whose interac-
tions with the surrounding molecules are scaled using a continuous scaling factor,
𝜆, from zero interactions with the surroundings (𝜆 = 0) to full interactions with the
surroundings (𝜆 = 1) [114]. MC trial moves that modify the value of 𝜆 are used
to sample 𝜆-space and these trial moves can be included in expanded ensembles
such as the NVT ensemble, the NPT ensemble, and the Gibbs ensemble [123]. The
CFCMC method considerably improves the insertion or deletion of molecules while
allowing for a direct computation of chemical potentials and partial molar properties
[106, 116–118, 138]. Brick-CFCMC has been used in many studies, especially for
the computation of gas solubilities in solvents [107, 108, 116, 123, 148, 158–163].
For example, Dawass et al. [160] computed the solubility of CO2, oxalic acid, and
formic acid in the mixtures of deep eutectic solvents, methanol, and propylene car-
bonate. Another example is the study by Kobayashi and Firoozabadi [161] where
the authors computed the solubility of n-decane, n-hexadecane, and n-eicosane
(and corresponding structural isomers) in the CO2-rich and hydrocarbon-rich phases
using the CFCMC method in the Gibbs ensemble.

We present the implementation of two new features, (1) the computation of
excess chemical potentials (𝜇ex) using thermodynamic integration [82, 164]:

𝜇ex = ∫
1

0
⟨𝜕𝑈𝜕𝜆 ⟩

𝑁𝑃𝑇
d𝜆 (2.1)

and (2) hybrid MC/MD trial moves. Thermodynamic integration allows for the calcu-
lation of 𝜇ex by integrating the average derivative of potential energy with respect
to the interaction scaling factor (⟨𝜕𝑈/𝜕𝜆⟩). Using 𝜇ex, activity and fugacity coeffi-
cients of species can be computed [165, 166]. Brick-CFCMC can already calculate
𝜇ex using the probability distribution of the scaling factor 𝑝(𝜆) of fractional molecules
(Eq. (1.3)) [96, 106]. This method requires the probabilities 𝑝(𝜆 = 0) and 𝑝(𝜆 = 1).
A weight function (𝑊(𝜆)) is required to ensure a flat probability distribution of 𝜆
[114, 167]. Although this method works efficiently for small molecules, we found
that it is difficult for large and/or strongly polar molecules because (1) the proba-
bility distribution of 𝜆 can be sensitive to the changes in the biasing function, and
(2) the biasing function can be very large for ionic systems (e.g., of the order of
100𝑘B𝑇). Therefore, a flat distribution of the observed probability of 𝜆 is challenging
to achieve in a single simulation, resulting in a large uncertainty for the computed
𝜇ex. It is more convenient to calculate 𝜇ex of large and/or strongly polar molecules
using thermodynamic integration because it eliminates the need for sampling the
full 𝜆-space with equal probabilities in a single simulation. With thermodynamic
integration, ⟨𝜕𝑈/𝜕𝜆⟩ can be computed from several independent simulations at dif-
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ferent fixed values of 𝜆 (or a limited range of 𝜆-values) or by sampling the whole
𝜆-space in a single simulation. We implemented an efficient bookkeeping, so the
instantaneous value of 𝜕𝑈/𝜕𝜆 is updated after every MC trial move. Therefore, the
ensemble average ⟨𝜕𝑈/𝜕𝜆⟩ is computed with negligible computational costs. Alter-
natively, the weighted histogram analysis (WHAM) method [168, 169], the Bennett
acceptance ratio (BAR) method [170], and the multistate Bennett acceptance ratio
(MBAR) method [171] may also be used for the computation of 𝜇ex using post-
processing of simulation data [172].

In the CFCMC method, trial moves are attempted to reinsert the fractional
molecule at a random position in the simulation box. Additionally, trial moves
are attempted to transform the fractional molecule into a whole molecule, while
a randomly selected whole molecule is transformed into a fractional molecule (at
the same value of 𝜆) [123]. These trial moves help sampling the 𝜆-space more
efficiently, as well as thermalizing the system. However, for viscous liquids with
strong intermolecular interactions, such as ionic liquids and deep eutectic solvents
(DES) [158], the sampling of configuration space is not efficiently performed by
single-molecule trial moves, even if the aforementioned trial moves are carried out
[83, 108, 173]. It is well-known that single-molecule trial moves are not efficient
in inducing collective motion in a dense fluid [83, 173]. A variety of advanced tech-
niques have been developed and reported in literature for improving the sampling
of configuration space in MC simulations. Well-known examples of such techniques
are the smart MC algorithm by Rossky et al. [173], force bias MC by Pangali et al.
[174], multiparticle MC moves by Moučka et al. [175], and hybrid MC by Duane
et al. [176]. We have implemented hybrid MC/MD trial moves for translation and
rotation of molecules (conceptually similar to Duane et al. [176]) in Brick-CFCMC.
We chose to have separate hybrid translation and rotation moves because combin-
ing these two trial moves were found to be less efficient [86]. In these trial moves,
short Molecular Dynamics (MD) simulations are performed in the NVE ensemble,
where Newton’s equations of motion are integrated according to the computed re-
sultant force or torque on each molecule. A schematic representation of the hybrid
translation trial move is shown in Fig. 2.1. The hybrid trial moves are performed
collectively, meaning all molecules are translated or rotated at every MD timestep,
using a time-reversible (and area-preserving) integrator. During the hybrid trial
moves, all molecules are kept rigid (intramolecular degrees of freedom are sam-
pled differently in Brick-CFCMC [96]). Therefore, translations are applied to the
centers of mass of the molecules, and rigid-body rotations are performed around
the centers of mass. The short MD trajectories generated by the hybrid trial moves
are accepted or rejected with a probability proportional to the Boltzmann factor of
the total energy of the system [82]:

acc(o → n) =min (1, exp[−𝛽(Δ𝑈 + Δ𝐾)]) (2.2)

where o and n denote the old and new (initial and final) configurations of the MD
trajectory, and Δ𝑈 and Δ𝐾 are the differences in potential energy and kinetic energy
(translational or rotational), respectively, between the old and new configurations.
𝛽 is defined as 1/(𝑘B𝑇), where 𝑘B is the Boltzmann constant, and 𝑇 is absolute
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(a) (b)

Figure 2.1: Schematic representation of (a) a conventional translation trial move and (b) a hybrid trans-
lation trial move. The conventional translation move attempts to displace a single randomly selected
molecule in the simulation box in a random direction, while the hybrid translation trial move displaces
all the molecules simultaneously, according to the magnitude and direction of the resultant forces act-
ing on the molecules, using a short MD trajectory in the NVE ensemble. The length of the short MD
trajectory as well as the timestep Δ𝑡 can be adjusted to have a required acceptance probability. These
trial moves increase the efficiency of the simulations significantly in the equilibration of the system and
the sampling of configuration space [83, 173]. The red and gray atoms represent oxygen and hydrogen
atoms, respectively. This figure was created with iRASPA [177].

temperature.

2.2. Implementation
In the CFCMC method, intermolecular LJ and electrostatic interactions are scaled
differently as a function of 𝜆. The scaling of LJ and electrostatic interactions are
denoted by 𝜆LJ and 𝜆el respectively, and both are functions of 𝜆. It is important
to note that 𝜆LJ and 𝜆el should be continuous functions of 𝜆, and that electrostat-
ics are fully switched off (𝜆el = 0) before scaling down the LJ interactions [178].
The scaling scheme that we used for thermodynamic integration in Brick-CFCMC is
shown in Fig. 2.2 and the details of this scaling are provided in Appendix A1. In
Brick-CFCMC, the value of ⟨𝜕𝑈/𝜕𝜆⟩ can only be computed for one charge-neutral
group of fractional molecules, however, this group can contain several different
molecules or ions. For example, a fractional group can consist of both a sodium ion
(Na+) and a chloride ion (Cl– ), so that thermodynamic integration directly results
in the excess chemical potential of sodium chloride 𝜇exNaCl. Analytic expressions for
𝜕𝑈/𝜕𝜆 were derived for intermolecular LJ and electrostatic potentials. For the LJ
potential, terms were derived for truncated, truncated and shifted potentials, and
for tail corrections. Analytic expressions for derivatives of electrostatic potentials
may seem trivial at first sight because for linear charge scaling 𝜕𝑈/𝜕𝜆 is proportional
to 𝜆 [86]. It is important to note that such a scaling may lead to overlaps between
atoms for low values of 𝜆el. For this reason, we have used an offset for interatomic
distances which makes the computation of 𝜕𝑈/𝜕𝜆 numerically stable (but leading
to more complex expressions). For electrostatic interactions, we derived analytic
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Figure 2.2: Scaling of LJ (𝜆LJ) and electrostatic (𝜆el) interactions as a function of 𝜆 for the computation
of ⟨𝜕𝑈/𝜕𝜆⟩ which is used for thermodynamic integration in Brick-CFCMC. Both 𝜆LJ and 𝜆el, and the
derivatives of these functions with respect to 𝜆 are continuous. Red and blue lines are the plots of the
scaling of LJ (Eq. (A1.3)) and electrostatic (Eq. (A1.4)) interactions, respectively.

expressions for the Wolf method [179], for the damped and shifted version of the
Wolf method [119, 180, 181], and for the Ewald summation [182]. These ana-
lytic expressions can be found in Appendix A1. The computation of ⟨𝜕𝑈/𝜕𝜆⟩ can
be switched on with the respective keyword in the input files as described in the
manual of Brick-CFCMC. The value of 𝜕𝑈/𝜕𝜆 is computed in Brick-CFCMC for every
MC trial move. The software prints the values of ⟨𝜕𝑈/𝜕𝜆⟩ for each 𝜆 to a file. We
implemented the thermodynamic integration with efficient bookkeeping so that the
computation of ⟨𝜕𝑈/𝜕𝜆⟩ has negligible additional computational cost as the number
of fractional molecules in the simulation box is low compared to the total number of
molecules. Thermodynamic integration can be performed by post-processing com-
puted values of ⟨𝜕𝑈/𝜕𝜆⟩ using a tool provided with Brick-CFCMC. Brick-CFCMC also
provides values for 𝜕𝑈/𝜕𝜆 that can be read directly into alchemlyb [183], and we
have verified that identical excess chemical potentials are obtained.

The velocity Verlet algorithm [184, 185] is used to integrate the equations of mo-
tion in hybrid translation trial moves. In hybrid rotation trial moves, the quaternions
of molecules need to be integrated simultaneously with the angular velocities. The
NOSQUISH algorithm of Miller et al. [186] is used for the integration of equations
of motion. The algorithms used for both the hybrid translation and hybrid rotation
trial moves are symplectic (area-preserving) and time-reversible [82, 186]. Details
of these algorithms as implemented in Brick-CFCMC can be found in Appendix A2.
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For the hybrid trial moves, for efficiency reasons, the electrostatic forces/torques
needed to create the short MD trajectories are always computed using the damped,
shifted Wolf potential [180], for which the damping parameter and cutoff radius
(independent of the cutoff for electrostatic energies) can be provided in the simu-
lation input. The fact that the actual interaction potential (e.g. electrostatics with
the Ewald summation) is different than it is accounted for in the acceptance rules
[187].

2.3. Simulation Details
2.3.1. Thermodynamic Integration
All simulations were performed using Brick-CFCMC [96]. For the computation of
𝜇exNaCl, the SPC/E [188] and Joung-Cheatham [189] force fields were used for wa-
ter and NaCl, respectively. The force field parameters used in the simulations are
listed in Appendix C (Appendices C.1.1 and C.2). 102 independent MC simula-
tions with different and fixed values of 𝜆 were performed at 298K and 1 bar, in the
NPT ensemble. Initial configurations for these simulations were generated with a
simulation box length of 20.8 Å, using 300 water molecules and a fractional group
consisting of one sodium ion and one chloride ion. Atomic overlaps, caused by the
random generation of initial configurations were removed by 103 initialization MC
cycles, where only translation and rotation trial moves were used. Equilibration and
production stages of the simulations were carried out, each for 106 MC cycles. In
Brick-CFCMC, a single MC cycle consists of 𝑁 MC trial moves where 𝑁 is the number
of molecules in the simulation box. During the equilibration and production cycles,
different trial moves were performed with fixed probabilities: translations (49.49%),
hybrid translations (0.01%), rotations (49.5%), and volume changes (1%). LJ in-
teractions were truncated at 10 Å. Analytic tail corrections [83] were applied, and
the Lorentz-Berthelot mixing rules [83] were used to compute interaction parame-
ters for different atom types. For electrostatic interactions, the damped and shifted
version of the Wolf method was used [180]. The Wolf method parameters were set
to 8.25 Å and 0.22Å−1 for the cutoff radius and damping parameter, respectively.
For the simulations using Ewald summation for electrostatic interactions, a relative
precision of 10−6 was used. In post-processing, ⟨𝜕𝑈/𝜕𝜆⟩ was integrated using a
tool provided with Brick-CFCMC. This tool fits a spline to ⟨𝜕𝑈/𝜕𝜆⟩, and subsequently
integrates the spline from 𝜆 = 0 to 𝜆 = 1 using the trapezoidal rule.

2.3.2. Hybrid Translation Trial Moves
The optimal time step size (Δ𝑡) for the hybrid translation trial move was obtained for
a system of a choline chloride/urea (ChClU) deep eutectic solvent (DES) at 338.15 K
and 1 bar, in the NPT ensemble. The Generalized AMBER force field (GAFF) [95]
parameters were used for the DES, and the charges of cation and anion were scaled
by 0.8 [190]. All force field parameters are tabulated in the Supporting Information
of Ref. [158]. 100 urea molecules and 50 choline chloride ion pairs were used in
the simulations. A well-equilibrated configuration of ChClU was used as initial con-
figuration. Independent runs were performed with different values of the time step,
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and the average acceptance probabilities and displacements were computed. All
runs consisted of 500 production MC cycles (no equilibration), during which only the
hybrid translation trial move was carried out with a trajectory length of 5 timesteps.
The Ewald summation method [182], with 𝑘 = 8 and a damping parameter of 𝛼 =
0.3 Å−1 was used to compute long-range electrostatic energies. For the computa-
tion of electrostatic forces in the short MD trajectories, the damped, shifted Wolf
method [180] was used, which is computationally less expensive than the Ewald
summation. The damping parameter of the damped, shifted Wolf method was set
to 0.2 Å−1. The cutoff radius was set to 10Å for all short-range energies and forces.
Analytic tail corrections [83] were used for the long-range LJ interactions, and the
Lorentz-Berthelot mixing rules [83] were applied to compute the LJ interactions
between non-identical atom types.

2.4. Case Studies
To validate the implementation of thermodynamic integration and hybrid MC/MD
trial moves, we present two case studies. Using the new thermodynamic inte-
gration feature in Brick-CFCMC, we computed the excess chemical potential of in-
finitely diluted sodium chloride in water at 298K and 1 bar in the NPT ensemble.
It is important to note that with the CFCMC technique we could not achieve a flat
probability distribution of 𝜆 in a single simulation and multiple simulations were
needed in which the 𝜆-space is confined. The weight function and the probability
distribution of 𝜆 of this simulation are shown in Fig. 2.3. Using the thermodynamic
integration, we performed 102 different MC simulations of NaCl/water solutions
at different and fixed values of 𝜆. In Fig. 2.4(a), ⟨𝜕𝑈/𝜕𝜆⟩ of NaCl in water as a
function of 𝜆 is shown. Using the thermodynamic integration, 𝜇exNaCl was calcu-
lated as −741.7 kJmol−1. This value is consistent with literature as it is within
the chemical accuracy (1 kcalmol−1 = 4.18 kJmol−1) [191] of previous simulations
(−742 kJmol−1) [192]. Note that −741.7 kJmol−1 corresponds to ca. –300 𝑘B𝑇, so
it is expected that a single CFCMC simulation sampling the full 𝜆-space will not be
sufficient to overcome this free energy difference. The results show that the calcu-
lation of 𝜇ex using our implementation of thermodynamic integration is an accurate
and reliable method for strongly polar molecules. 𝜇exNaCl computed using thermo-
dynamic integration is also consistent with the experiments (−743 kJmol−1) [193]
in the literature. We also simulated the same system using the Ewald summation
for electrostatics instead of the damped and shifted version of the Wolf method. In
this case, 𝜇exNaCl was computed as −739.2 kJmol−1, showing that thermodynamic
integration with the Ewald summation yields results nearly identical to those ob-
tained by the damped and shifted version of the Wolf method (see Fig. 2.4(b)). We
also tested the number of data points in 𝜆-space that are needed for an accurate
calculation of 𝜇exNaCl. Table 2.1 shows the computed values of 𝜇exNaCl for different
numbers of data points in 𝜆-space. These results show that the number of data
points can be decreased from 102 to 19 without any loss in accuracy.
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(a)

(b)

Figure 2.3: (a) Weight function and (b) probability distribution of the NaCl fractional group as a function
of 𝜆 when making an attempt to compute the excess chemical potential of NaCl at infinite dilution in
water from a single simulation. From subfigure (a), it can be seen that the biasing function reaches up
to ca. 90 𝑘B𝑇. As a result, same interval with very large biasing function is not sampled at all. From
subfigure (b), it can also be seen that only very high 𝜆 values are sampled. To obtain a flat probability
distribution of 𝜆, multiple simulations with a confined 𝜆-space is required.
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(a)

(b)

Figure 2.4: Values of ⟨𝜕𝑈/𝜕𝜆⟩ as a function of 𝜆 computed using (a) the damped and shifted version of
the Wolf method and (b) the Ewald summation (with a relative precision of 10−6) for infinitely diluted
NaCl in water at 298K and 1 bar. The quantities of ⟨𝜕𝑈/𝜕𝜆⟩ were collected from 102 independent
simulations at different and fixed values of 𝜆. The red circles and the blue lines represent the values of
⟨𝜕𝑈/𝜕𝜆⟩ and the fitted splines, respectively. The values of 𝜇exNaCl were computed as −741.7 kJmol−1 and
−739.2 kJmol−1 using the damped and shifted version of the Wolf method and the Ewald summation,
respectively, from the integration of the fitted splines. The inset in subfigure (a) schematically shows
a NaCl fractional group in water. Modifying the scaling factor 𝜆 by d𝜆 changes the strength of the
interactions between the fractional group and the surrounding molecules, allowing for the computation
of ⟨𝜕𝑈/𝜕𝜆⟩. In the inset, the red and gray atoms represent the oxygen and hydrogen of water, while
the green and purple atoms represent chloride and sodium ions, respectively.
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Table 2.1: Computed values of 𝜇exNaCl in water at infinite dilution, 298K, and 1 bar using thermodynamic
integration for different numbers of (equidistant) 𝜆 points. The values of 𝜇exNaCl from simulations and
experiments from literature are −742 kJmol−1 [191] and −743 kJmol−1 [193], respectively. 300 water
molecules and a fractional group consisting of one sodium ion and one chloride ion are used in these
simulations. Spline fitting was used for the numerical integration. The subscripts in the second column
show uncertainties computed as one standard deviation.

Number of 𝜆 points 𝜇exNaCl / [kJmol−1]

102 -741.70.3
52 -741.90.3
36 -741.90.3
27 -742.00.5
22 -742.10.8
19 -742.60.8
9 -751.32.8

To increase the efficiency of the hybrid trial moves, it is recommended that the
size of the MD timestep Δ𝑡 is specified according to the maximum average dis-
placement of molecules and an acceptance probability of ca. 50%. Therefore,
for each system, short test simulations should be performed to obtain the optimal
timestep size. In Fig. 2.5, the acceptance probability and the average displacement
are presented for the hybrid translation trial move as a function of timestep size,
for a system of choline chloride/urea deep eutectic solvent at 323 K and 1 bar. It
can be observed that based on the acceptance probability of 50% and the maxi-
mum average displacement, the optimal timestep size is obtained as 0.0075 ps and
0.0095 ps, respectively. Therefore, a value within this range is deemed efficient
for the hybrid translation trial move of this system. It is important to note that a
timestep of 0.001 ps is typically used for reasonable energy conservation in classi-
cal MD simulations of this system [190, 194], which is significantly smaller than the
optimal timestep for hybrid translation moves. The timestep size and the trajectory
length can be specified independently for the hybrid translation and hybrid rotation
trial moves. A similar procedure to the one for hybrid translation trial move can
be followed for hybrid rotation trial moves. It is important to note that the optimal
timestep size depends on the length of the MD trajectory (specified as 5 timesteps
in the simulations of Fig. 2.5). In principle, longer MD trajectories result in smaller
values for the optimal timestep size (and vice versa). Short test simulations can
be conducted to determine the optimal values of the timestep and the number of
timesteps. For a detailed study on how to choose the optimal number of timesteps
and the integration timestep size, the reader is referred to Ref. [96].To show the
effect of hybrid MD trial moves, we have conducted simulations of choline chlo-
ride/urea DES for various fractions of hybrid trial moves in a cubic simulation box at
323K, starting from random initial configurations. In Fig. 2.6, the running potential
energy is shown as a function of the number of MC steps. Clearly, the use of hybrid
MD trial moves significantly facilitates equilibration of the system.
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Figure 2.5: Average acceptance probabilities (red) and molecule displacements (blue) for the hybrid
translation trial move as a function of timestep size, for a choline chloride/urea deep eutectic solvent at
338.15 K and 1 bar. 5 timesteps are used as trajectory length for all simulations. The lines are drawn to
guide the eye.
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Figure 2.6: Intermolecular potential energy as a function of the number of MC cycles for different
fractions of hybrid MD/MC trial moves. The other trial moves are single-molecule displacement and
rotations. The numbers of attempted rotations and translation are equal, both for hydrid MD/MC trial
moves and single-molecule trial moves. The simulations were performed for choline chloride/urea DES
at 323K in NVT ensemble. For both hybrid MD/MC translation and hybrid MD/MC rotation moves, a
timestep of 1 fs and a trajectory length of 𝑁step = 10 were used. The results show that the use of
hybrid MD/MC moves significantly facilitates the equilibration of the simulation box.
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2.5. Conclusions
We present new features implemented in the Brick-CFCMC MC simulation code for
phase and reaction equilibria. We implemented thermodynamic integration for the
calculation of 𝜇ex. With efficient bookkeeping, we compute ⟨𝜕𝑈/𝜕𝜆⟩ which can then
be integrated to obtain 𝜇ex. We show the accuracy and reliability of this method by
computing the excess chemical potential of NaCl (𝜇exNaCl) in water at infinite dilution.
Analytic derivatives of all interaction potentials with respect to the scaling factor for
intermolecular interactions are provided. Our results showed that the computed
value of the excess chemical potential 𝜇exNaCl is in agreement with simulations and
experiments from literature. We also implemented hybrid translation and rotation
trial moves to increase the efficiency of the equilibration and configuration space
sampling of the system. These trial moves collectively translate/rotate all molecules
in the simulation box by performing short MD simulations in the microcanonical
ensemble, according to the computed forces/torques on every molecule. These
short MD simulations are accepted or rejected based on the Boltzmann factor of
the total energy difference. We showed how the optimum timestep size of the MD
trajectory can be obtained using the simulation of a deep eutectic solvent system
as an example.
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CASpy, a Python solver for gas absorption and chemical reaction equilibria in the liquid phase
is developed. The computed CO2 isotherms in aqueous MDEA solutions show excellent ac-
curacy when the reaction equilibrium constants from literature are used. Binary CO2/H2S
absorption in aqueous MDEA solutions is examined, revealing major challenges. The limita-
tions of free energy and quantum chemistry calculations in predicting reaction equilibria are
analyzed.
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Equilibria using Free Energy and Quantum Chemistry Calculations: Methodology, Limitations, and New
Open-Source Software, Journal of Chemical Theory and Computation, 19, 2616-2629 (2023).
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3.1. Introduction
Accurately solving chemical reaction equilibria is a challenging numerical problem
with significant importance to many industrial processes [134, 195] such as steam
reforming of methane and formic acid [137], and acid gas (CO2 and H2S) capture
from flue gas or natural gas streams [104, 196]. Solving chemical reaction equilib-
rium allows us to have access to the speciation, i.e., the concentration of each
species at equilibrium, which often requires tedious experimental spectroscopic
measurements [197–199]. It is very challenging to solve the chemical reaction
equilibria of systems without reliable experimental data [200]. Although free en-
ergy calculations using molecular simulations and quantum chemistry calculations
are very advantageous in this case, it is crucial to explore their limitations. Two
thermodynamic properties are crucial to solve reaction equilibria accurately using
free energy and quantum chemistry calculations: (1) the excess chemical poten-
tial 𝜇ex𝑖 and (2) the standard state ideal gas chemical potential 𝜇0𝑖 . 𝜇ex𝑖 describes
the affinity of species 𝑖 with the surrounding medium, and the affinity of reactants
and reaction products to the solvent influences chemical equilibria [134]. The ac-
tivity coefficient of species 𝑖 (𝛾𝑖) also describes the affinity of species 𝑖 with the
surrounding medium, and 𝜇ex𝑖 is related to 𝛾𝑖 [201–203] as:

𝛾𝑖 =
𝜌𝑖
𝑋𝑖𝜌0𝑖

exp [𝜇
ex
𝑖 − 𝜇ex𝑖0
𝑅𝑇 ] (3.1)

where 𝜌𝑖 is the number density of species 𝑖, 𝑋𝑖 is the mole fraction of species 𝑖, 𝜌0𝑖
is the reference number density of the pure solvent (in the same units as 𝜌𝑖), and
𝜇ex𝑖0 is the excess chemical potential of species 𝑖 in pure solvent with respect to an
ideal gas reference frame. Using free energy calculations, the values of 𝜇ex𝑖 can be
computed [96, 97, 104, 196]. 𝜇0𝑖 of reactants and reaction products also influence
chemical equilibria since 𝜇0𝑖 is related to the molar Gibbs free energy of the pure
substance 𝑖 [77] (see Appendix B). Quantum chemistry calculations can be used
to compute 𝜇0𝑖 [104, 196, 204]. A methodology for computing chemical reaction
equilibrium constants using free energy and quantum chemistry calculations have
been already established in literature [104, 105, 204–206].

The chemical reaction equilibrium in a solvent can be solved using Reaction En-
semble MC (RxMC) simulation [115, 117, 123, 151, 152]. In RxMC simulations, reac-
tants and products of a reaction can be interconverted through insertions and dele-
tions of molecules to compute the speciation at chemical equilibrium [82, 96, 115].
Smith and Qi [205] described a novel algorithm called Reaction Ensemble Molec-
ular Dynamics (REMD) to predict chemical reaction equilibria in MD simulations.
In REMD simulations, the Gibbs free energy is iteratively minimized by changing
the composition in the simulation box. Smith and Qi [205] investigated reactive
N2/O2/NO and N2/H2/NH3 systems using the REMD algorithm. The compositions
obtained using the REMD algorithm agreed with experiments and simulations from
literature.

Noroozi et al. [206] developed a methodology for the calculation of chemical
reaction equilibrium constants in the liquid phase using molecular simulations and
quantum chemistry calculations and investigated CO2 absorption in aqueous MEA.
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In this study, it was reported that predicting the concentration of minor species such
as the bicarbonate ion HCO –

3 or free CO2 in the solution, and the CO2 isotherms
in aqueous MEA solutions are very challenging. Noroozi et al. [104] also com-
puted the equilibrium constants for the reactions of 7 different primary/secondary
alkanolamines and CO2, and the carbamated alkanolamine dissociation reaction
for these 7 primary/secondary alkanolamines. Although the equilibrium constants
and the concentration of minor species at equilibrium computed by Noroozi et al
[104] did not always agree with the values from literature, the CO2 absorption
isotherms showed a reasonable agreement with experimental isotherms from liter-
ature. In another study, Noroozi et al. [204] computed the values of p𝐾a of pro-
tonated alkanolamine dissociation reactions for 29 different alkanolamine species
using three different methods: (1) quantum chemistry calculations at three different
levels of theory (Hartree-Fock (HF) [69], second order Møller-Plesset perturbation
theory (MP2) [70], and Becke’s three parameter hybrid exchange functional with
Lee-Yang-Parr correlation functional (B3LYP) [207, 208]), (2) the SMD continuum
solvent method, and (3) the AM1-BCC point charge assignment method. These
authors [204] showed that none of the investigated methods can predict the values
of p𝐾a that consistently agree with experiments. Noroozi et al. [105] determined
a new force field for the hydronium ion (H3O

+) by fitting the computed p𝐾a to the
experimental p𝐾a of a well-known system (CO2/MEA/water). Using this force field
for H3O

+, the values of p𝐾a for 77 different alkanolamines were predicted. The au-
thors showed that the predicted values of p𝐾a have an average absolute deviation
of 0.72 in units of p𝐾a (i.e., an absolute deviation of 1.66 in units of ln [𝐾] since
ln [𝐾] = ln [10] × p𝐾a) from the experimental values in literature. The average
absolute deviation of 1.66 ln [𝐾] units corresponds to a change of ca. 5.25 times
in units of 𝐾, and this is too high to accurately compute the speciation in systems
that are very sensitive to the value of the protonated amine dissociation reaction
equilibrium constant. Therefore, it is important to investigate the limitations of the
method.

In this chapter, we present the chemical reaction equilibrium solver in Python
called CASpy (https://github.com/omoultosEthTuDelft/CASpy) and
use it to solve binary (and single-component) CO2 and H2S absorption isotherms
in aqueous MDEA solutions. We study the absorption of CO2 and H2S in aqueous
MDEA solutions because it is relevant to biogas upgrading [209] and acid gas (CO2
and H2S) removal from natural gas [49, 50, 210–212]. Molecular simulation is a
natural choice for this application as simulations allow studies without the difficulty
of working with H2S (due to safety and environmental concerns) [7], and eliminate
the low accuracy of experiments at low partial pressures of acid gases [53, 213]. For
this purpose, we first derive an expression for the equilibrium constant as a function
of 𝜇ex𝑖 and 𝜇0𝑖 of species 𝑖, temperature, and volume using a mole fraction-based
equilibrium constant and develop software to solve chemical reaction equilibria in
combination with absorption. A schematic representation of the scheme of our
chemical reaction equilibrium solver is shown in Fig. 3.1. The species in the gas
phase absorb into the liquid phase where the chemical reactions occur. We assume
that the volume of the liquid phase and 𝜇ex𝑖 of the species do not change with

https://github.com/omoultosEthTuDelft/CASpy


3

30 CASpy: A Chemical Absorption Equilibrium Solver

(a)

(b)

(gas) (liquid)

(gas) (liquid)
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Figure 3.1: Schematic representation of our chemical reaction equilibrium solver. (a) Different species
in the gas phase are absorbed by (b) the liquid phase where the absorbed species undergo chemical
reactions. Given the stoichiometry of the reactions in the liquid phase, the values of 𝜇ex𝑖 and 𝜇0𝑖 of
species, and/or the desired equilibrium constants of the reactions in the liquid phase, CASpy computes
the speciation in the liquid phase at equilibrium. The partial pressures of the species in the gas phase
at equilibrium can also be computed using the concentrations and excess chemical potentials of these
species in the liquid phase.

composition, and compute the speciation in the liquid phase at equilibrium using
the reaction stoichiometry, the values of 𝜇ex𝑖 and 𝜇0𝑖 , and/or the desired equilib-
rium constants. CASpy can be used for any reaction network in liquid phase. We
present the accuracy of the solver using two case studies: (1) CO2/MDEA/water and
(2) H2S/CO2/MDEA/water. We showcase the accuracy and precision of the solver
by comparing the computed CO2 isotherms in aqueous MDEA with experimental
isotherms from literature, and by comparing the speciation at equilibrium for the
CO2/MDEA/water system with the respective experimental data. We also compared
the binary absorption isotherms of H2S and CO2 in aqueous MDEA with the available
data from literature. To assess the sensitivity of the absorption isotherms, we also
computed the equilibrium constant of the protonated MDEA dissociation reaction
using two different force fields, the General Amber Force Field (GAFF) [95] and the
OPLS-AA force field [88, 89]. We use these equilibrium constants to compute CO2
isotherms in aqueous MDEA solutions and compare the computed isotherms with
experimental data. We quantify the sensitivity of 𝜇ex𝑖 and the equilibrium constant
for protonated MDEA dissociation reaction to the point charges of the species.
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3.2. Methodology
3.2.1. Chemical Reaction Equilibrium Solver
The equilibrium of a chemical reaction occurs when the sum of chemical potentials
of the reaction products times the stoichiometric coefficient of the reaction products
is equal to that of the reactants at constant temperature and pressure (Eq. (1.1))
[134]. For the remainder of this chapter, we consider the stoichiometric coefficients
of the reaction products positive, while the reactants have negative stoichiometric
coefficients. The chemical potentials of solutes are calculated using an ideal gas
reference frame using Eq. (1.2) [96]. Note that different reference states can be
used to compute chemical potentials [214]. In this chapter, we use 𝜌0 as reference
state for chemical potentials to be consistent with our previous work [96, 97]. Other
definitions for the chemical potential using different reference states can also be
used to compute chemical reaction equilibria with the methodology described in
this chapter [215]. However, a conversion of reference states will be required. The
chemical potential of the solvent (𝜇s) in a solution is computed with the ideal gas
reference state using [134]:

𝜇s = 𝜇0s + 𝜇exs + 𝑅𝑇ln [
𝜌pure
𝜌0

] − 𝑅𝑇 (1 − 𝑋s𝑋s
) (3.2)

where 𝜌pure is the number density of the pure solvent and 𝑋s is the mole fraction of
the solvent s in the solution (𝑋s = 𝑁s/𝑁total where 𝑁total is the sum of number of

molecules of all species in the solution including the solvent). The term 𝑅𝑇 (1−𝑋s𝑋s
)

in Eq. (3.2) originates from the Gibbs-Duhem equation at constant temperature and
pressure [216].

The equilibrium constant of reaction 𝑗 (𝐾𝑗) can be defined using the mole fraction
of each species in the solution as:

𝐾𝑗 =
𝑁species

∏
𝑖=1

𝑋𝜈𝑖,𝑗𝑖 (3.3)

where 𝑋𝑖 is the mole fraction of species 𝑖. Using the equilibrium condition of
Eq. (1.1), we derive the desired equilibrium condition of reaction 𝑗 (𝐾𝑗,des) as a
function of 𝜇0𝑖 , 𝜇ex𝑖 , 𝑇 and volume 𝑉 as:

𝐾𝑗,des = exp [−(
𝑁species

∑
𝑖=1

𝜈𝑖,𝑗(𝜇0𝑖 + 𝜇ex𝑖 )
𝑅𝑇 + 𝜈s,𝑗ln [

𝜌pure
𝜌0

]) + 𝜈s,𝑗 (
1 − 𝑋s
𝑋s

)]

( 𝑉𝜌0
∑𝑁species𝑖=1 𝑁𝑖

)
𝜈total solute,𝑗

𝑋𝜈s,𝑗s

(3.4)

where 𝜈s,𝑗 is the stoichiometric coefficient of the solvent in reaction 𝑗 and 𝜈total solute,𝑗
is the sum of stoichiometric coefficients of the solutes (all species except for the sol-
vent) in reaction 𝑗. This means that at chemical equilibrium, 𝐾𝑗 = 𝐾𝑗,des. A detailed
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derivation of Eq. (3.4) is provided in Appendix B. The required values of 𝜇0𝑖 and
𝜇ex𝑖 to calculate 𝐾𝑗,des can be computed using quantum chemistry calculations and
molecular simulations, respectively. Eq. (3.4) implies that the mole fraction of the
solvent 𝑋s is constant. In CASpy, we solve the value of 𝑋s iteratively. This means
that a new 𝐾𝑗,des is computed based on the new mole fraction of the solvent after
solving for the speciation of the system at equilibrium. This is performed until the
difference between the new mole fraction of the solvent and the old mole fraction
no longer changes. In practice, the difference the speciation between solving the
value of 𝑋s iteratively and assuming a constant value of 𝑋s is very small. Using the
computed speciation in liquid phase at equilibrium, the partial pressure of the gas
species 𝑖 (𝑃𝑖) can be computed using:

𝑃𝑖 =
𝑁𝑖𝑘B𝑇

𝑉exp [−𝜇
ex
𝑖

𝑅𝑇 ]
(3.5)

where 𝑁𝑖 is the number of molecules of species 𝑖 in the liquid phase, 𝑉 is the
volume of the liquid phase which is constant, and 𝑘B is the Boltzmann constant.
Alternatively, using CASpy, the total pressure and the composition of the gas phase
can be imposed, and the solver computes the speciation in the liquid phase (and
the absorbed amount). Note that when the total pressure and the composition
of the gas phase are imposed, the mass balance equations for the gases should
not be used since there is mass transfer from the infinite gas phase to the liquid
phase. Also, the addition of non-reactive gases (such as N2 or CH4 in aqueous
MDEA solutions) will not influence the outcome of our model.

In this chapter, we use the “least_squares” function as implemented in Scipy
[217] library in Python to solve for the speciation (the number of molecules or con-
centration of each species in the solution) of liquid phase at equilibrium. “least_squares”
is a function for solving nonlinear equations with the least squares method. This
requires an objective function to be defined. The objective function is computed
by summing the squares of the values of individual equations (residuals). CASpy
runs until the value of each residual is lower than 10−10 to ensure that the global
minimum of the objective function is obtained. CASpy can be used to compute the
speciation in any reactive liquid phase. The objective function is constructed using
the following residuals:

ln [𝐾𝑗] − ln [𝐾𝑗,des]
ln [𝐾𝑗,des]

= 0, for all reactions (3.6)

𝑁𝑖,total − (∑
𝑁balance,species
𝑘=1 𝑁𝑘)
𝑁𝑖,total

= 0, for all mass balance equations (3.7)

∑𝑁species𝑖=1 𝑞𝑖𝑁𝑖
∑𝑁species𝑖=1 |𝑞𝑖|𝑁𝑖

= 0, for charge neutrality (3.8)

where 𝑁balance,species is the number of species included in the mass balance equa-
tion, 𝑞𝑖 is the net charge of species 𝑖, and 𝑁species is the total number of species in
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the solution. Note that including charge neutrality (Eq. (3.8)) to our set of equa-
tions is necessary because we use molecule-based balance equations (Eq. (3.7))
and the net charge of each molecule is fixed. With element-based balance equa-
tions (i.e., carbon, oxygen, hydrogen, and nitrogen balances), the charge neutrality
would not be required as long as the net charge of each element is fixed. However,
the stoichiometry of each molecule and ion should be known with the element-
based balance equations. To generalize our solver, we used molecule-based bal-
ance equations with the addition of the charge neutrality. An example input file
and the detailed explanation of the input file are provided in Appendix B.

3.2.2. Case Studies
As a case study for CASpy, we investigate the binary CO2 and H2S absorption from
an ideal gas phase to aqueous MDEA. In the CO2/MDEA/water system, there are
four chemical reactions [212]:

CO2(aq.) + 2H2O −−−→←−−− HCO −
3 +H3O

+ (R1)

HCO −
3 +H2O −−−→←−−− CO 2−

3 +H3O
+ (R2)

MDEAH+ +H2O −−−→←−−− MDEA+H3O
+ (R3)

2H2O −−−→←−−− H3O
+ +OH− (R4)

By combining reaction R1 and the reverse reaction R3 (−R3), we can obtain the
reaction between CO2, MDEA, and water (CO2(aq.) + H2O +MDEA −−−→←−−− MDEAH

+ +
HCO –

3 ). There are 8 species in the CO2/MDEA/water system, including the reaction
products. These species are the free CO2, water (solvent), HCO

–
3 , H3O

+, CO 2–
3 ,

MDEA, MDEAH+, and OH– . The equilibrium constants for each of these reactions
can be computed using Eq. (3.3), and the equilibrium follows from 𝐾𝑗 = 𝐾𝑗,des. In
this work, the values of 𝐾𝑗,des for the reactions R1, R2, and R4 are computed using
the correlations provided by Plakia et al. [212] since these reactions are present in
systems where CO2 is absorbed by an aqueous solution of any primary, secondary,
or tertiary alkanolamine. We computed the desired equilibrium constant of the
MDEAH+ dissociation reaction (𝐾R3,des) either by using the correlation provided
by Plakia et al. [212], or by performing MC simulations and quantum chemistry
calculations. The correlations to compute mole fraction-based equilibrium constants
reported by Plakia et al. [212] are listed in Table B.4 of Appendix B. Note that the
logarithm of an equilibrium constant (p𝐾a) can be converted to natural logarithm of
the equilibrium constant (ln [𝐾j,des]) using ln [𝐾j,des] = ln [10]p𝐾a. For this system,
four additional equations must be satisfied at equilibrium: the MDEA balance, CO2
balance, water balance, and charge neutrality. The MDEA balance equals:

𝑁MDEA,total − (𝑁MDEA + 𝑁MDEAH+) = 0 (3.9)

The water balance equals:

𝑁H2O,total − (𝑁H2O + 𝑁H3O+ + 𝑁OH−) = 0 (3.10)
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The CO2 balance equals:

𝑁CO2 ,total − (𝑁CO2(aq.)
+ 𝑁HCO−3

+ 𝑁CO2−
3
) = 0 (3.11)

Finally, charge neutrality of the system is formulated as:

𝑁species

∑
𝑖=1

𝑞𝑖𝑁𝑖 = 0 (3.12)

Thus, for the CO2/MDEA/water system, we have 8 different species and 8 equations
to satisfy.

With the addition of H2S, two additional reactions are added to the reaction
network which are [218]:

H2S(aq.) +H2O −−−→←−−− SH− +H3O
+ (R5)

SH− +H2O −−−→←−−− S2− +H3O
+ (R6)

By combining reaction R5 and the reverse reaction R3 (−R3), we obtain the re-
action between H2S and MDEA (H2S(aq.) + MDEA −−−→←−−− MDEAH+ + SH – ). While
the combination of reactions R5 and R3 is kinetically favorable [219], our reaction
network (reactions R1–R6) is thermodynamically consistent, meaning that we can
compute the equilibrium constant of the combined reaction of reactions R5 and R3
using the equilibrium constants of reactions R5 and R3 (𝐾R5−R3 =

𝐾R5
𝐾R3

). Note that
this is also valid for the combined reaction of reactions R1 and R3. The addition of
the component H2S to the CO2/MDEA/water system leads to an additional equation
for the H2S balance. The H2S balance equals:

𝑁H2S,total − (𝑁H2S(aq.) + 𝑁SH− + 𝑁S2−) = 0 (3.13)

With the addition of H2S to the CO2/MDEA/water system, we have 3 additional
species in the solution. These species are the free H2S, bisulfide ion SH

– , and
sulfide ion S2– . We also have 3 more equations to solve which are: 𝐾R5 = 𝐾R5,des,
𝐾R6 = 𝐾R6,des, and the H2S balance. In summary, in the H2S/CO2/MDEA/water
system, we have 11 different species and 11 equations to satisfy.

The objective function for CO2/MDEA/water systems is defined as an array of
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Eq. (3.6) and the following residuals:

𝑁MDEA,total − (𝑁MDEA + 𝑁MDEAH+)
𝑁MDEA,total

= 0 (3.14)

𝑁H2O,total − (𝑁H2O + 𝑁H3O+ + 𝑁OH−)
𝑁H2O,total

= 0 (3.15)

𝑁CO2 ,total − (𝑁CO2(aq.)
+ 𝑁HCO−3

+ 𝑁CO2−
3
)

𝑁CO2 ,total
= 0 (3.16)

∑𝑁species𝑖=1 𝑞𝑖𝑁𝑖
∑𝑁species𝑖=1 |𝑞𝑖|𝑁𝑖

= 0 (3.17)

The objective function for H2S/CO2/MDEA/water systems is defined as an array of
Eq. (3.6), Eq. (3.14)–Eq. (3.17), and an additional residual for H2S balance in the
system:

𝑁H2S,total − (𝑁H2S(aq.) + 𝑁SH− + 𝑁S2−)
𝑁H2S,total

= 0 (3.18)

Each residual in the objective functions should be equal to 0 at equilibrium. Note
that each residual in the objective functions (Eq. (3.6)–Eq. (3.8)) is normalized to
make sure that the residuals are of similar magnitudes. We also need to scale
the initial guess for the speciation to unity to ensure that the numerical solver will
deal with variables of similar magnitudes [220]. Otherwise, there is a ca. 12 or-
ders of magnitude difference between the concentration of the most scarce species
in the solution (H3O

+) and the concentration of the most abundant one (water).
This would make it challenging to numerically find a solution at equilibrium. For
this purpose, at the start of our calculations, the variable array is divided by it-
self (element-wise) and kept in the memory (scaling factors). While computing
the residuals, we scale the variable array back by multiplying the solution with the
scaling factors stored in the memory. In our calculations, we use 10−15 as both
termination tolerance for individual variables (number of species of each species)
and for the residuals. The tolerances are sufficiently low since we use normalized
residuals (Eq. (3.6)–Eq. (3.8)).

3.2.3. Monte Carlo Simulation
We perform MC simulations in the NPT ensemble to compute the values of 𝜇ex𝑖 . To
this purpose, we use Brick-CFCMC [96, 97, 123], an open source state-of-the-art MC
simulation software for computing phase– and reaction equilibria. In CFCMC, the
so called “fractional” molecule groups are used to insert or delete molecules from
the simulation box. A “fractional” molecule group can contain multiple molecules
and/or ions as long as it is charge neutral. The interactions between the “fractional”
molecule group and the surrounding molecules are scaled using a parameter called
𝜆. At 𝜆 = 0, the “fractional” molecule group has no interactions with the surround-
ing molecules while at 𝜆 = 1, the “fractional” molecule group has full interactions
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with the surrounding molecules [114, 115, 117, 157]. There are two different meth-
ods implemented in Brick-CFCMC to compute 𝜇ex𝑖 . The details of these methods are
explained in Appendix B. In this chapter, we compute 𝜇ex𝑖 using thermodynamic
integration [82, 97, 164] using Eq. (2.1). For thermodynamic integration, we com-
pute the values of the term ⟨𝜕𝑈/𝜕𝜆⟩ for 50 equidistant and fixed values of 𝜆, along
with 𝜆 = 10−6 and 𝜆 = 1−10−6 to increase the accuracy of the thermodynamic inte-
gration. In these simulations, a simulation box of 300 water molecules and a single
fractional group were used. Initial configurations were created by randomly insert-
ing molecules to a simulation box with a length of 20.8 Å. The random insertion of
molecules into the simulation box causes atomic overlaps and these overlaps were
eliminated by 103 initialization cycles in which only single molecule translation and
single molecule rotation trial moves were performed. The initialization cycles were
followed by 106 equilibration cycles and 106 production cycles. For every MC cycle,
𝑁 MC trial moves were performed where 𝑁 is the number of molecules in the sim-
ulation box. In the equilibration and production cycles, single molecule translations
(48.49%), single molecule rotations (48.49%), hybrid MD/MC translations (0.01%),
hybrid MD/MC rotations (0.01%) [97], volume changes (1%), bond bending (1%),
and torsion (1%) trial moves were performed with fixed probabilities. The time
step and the number of time steps for hybrid MD/MC trial moves were set as 5 fs
and 2 MD cycles, respectively. In the MC simulations, a 10Å distance was used as
the LJ cutoff distance and analytic tail corrections [83] were applied. The electro-
static potential was computed using the Ewald summation [182]. We set the Ewald
summation parameters to 10Å and 0.32Å−1 for the cutoff radius and the damping
parameter, respectively. After the MC simulations, a spline was fitted to the values
of ⟨𝜕𝑈/𝜕𝜆⟩ as a function of 𝜆 and the spline was integrated from 𝜆 = 0 to 𝜆 = 1 to
compute 𝜇ex𝑖 (Eq. (2.1)). The computed values of 𝜇ex𝑖 were not corrected for the
finite-size effects since the corrections were found insignificant [103, 221].

The TIP3P [222] force field was used to model water in this chapter. We used
this force field because the 𝜇ex𝑖 of water computed using the TIP3P agrees with
experimental 𝜇ex𝑖 much better than the 𝜇ex𝑖 computed using the TIP4P or the TIP5P
force fields [138]. In Brick-CFCMC, the value of ⟨𝜕𝑈/𝜕𝜆⟩ can only be computed for a
charge-neutral group of “fractional” molecules. For this purpose, we included a rigid
HCO –

3 molecule to the fractional group of either MDEAH+ or H3O
+. The choice of

counter ion does not matter because the value of 𝜇ex𝑖 of the counter ion cancels out
when we compute 𝐾R3,des using Eq. (3.4) (see Table B.2 for all fractional molecule
groups used in this chapter). For flexible MDEA, MDEAH+, and (rigid) HCO –

3 we
used either the General Amber Force Field (GAFF) [95] with Restrained Electrostatic
Potential Surface (RESP) fitted point charges (see the next subsection for the details
of RESP fitting) or the OPLS-AA force field [88, 89] with 1.14*CM1A point charges
[223]. The parameters for the OPLS-AA force field with 1.14*CM1A point charges
were generated using the LibParGen web server [223]. For H3O

+ ions, we used the
force field developed by Noroozi et al. [105]. We used the TraPPE [90] and the force
field from Kristóf and Lizsi [224] for CO2 and H2S molecules, respectively. Details
of all used force fields can be found in Appendix C (Appendices C.1.2, C.3, C.4.1,
C.5.1, C.7, C.8.1 to C.8.2, C.9.1 and C.9.2). The force field parameters for unlike
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LJ interactions were computed using Lorentz-Berthelot mixing rules [83] except for
the TraPPE CO2 and TIP3P water molecules. The LJ interactions between TraPPE
CO2 and TIP3P water molecules were computed using the optimized potential for
CO2/H2O mixtures developed by Orozco et al. [225] (see Table C.10 of Appendix
C).

3.2.4. Quantum Chemistry Calculations
In this chapter, we perform quantum chemistry calculations using the Gaussian09
software [78] to compute the values of 𝜇0𝑖 for the MDEAH

+ ion, the MDEA molecule,
the H3O

+ ion, and water. As the MDEAH+ ion and the MDEA molecule have many
different conformers (molecules with different spatial arrangements), we first con-
ducted a conformer search for these molecules [226]. We optimized the structure of
5 different conformers for both MDEAH+ and MDEA with the Gaussian-4 (G4) com-
posite method [227] and chose the conformers with the minimum free energy. The
molecular partition function computed in these calculations were used to compute
𝜇0𝑖 . Details on computing 𝜇0𝑖 using quantum chemistry calculations are explained
in Appendix B. We also compute the electrostatic potential energy grid of the con-
formers at the minimum free energy using the Merz-Kollman scheme [228] at the
HF [69] level of theory with a 6–31G* basis set. The computed electrostatic poten-
tial energy grids are used in a two-step Restrained Electrostatic Potential Surface
(RESP) fitting with the Antechamber package [229] to compute the point charges
of these molecules for the GAFF [95].

3.3. Results and Discussion
3.3.1. Absorption of CO2 in Aqueous MDEA Solutions
As a first case study, we investigate CO2 absorption in aqueous MDEA. Based on
the definition of mole fraction-based reaction equilibrium constant (Eq. (3.3)), we
assume an ideal solution where the activity coefficients of all species are constant.
The activity coefficients of species can be computed from 𝜇ex𝑖 in the solution and
𝜇ex𝑖 in pure solvent [201–203]. In principle, the activity coefficients of species can
be computed using an activity coefficient model or iteratively [230, 231]. The latter
means that a new set of 𝜇ex𝑖 can be calculated based on the speciation computed
using the values of 𝜇ex𝑖 at infinite dilution, and this can be performed until the
differences between the old values and new values of 𝜇ex𝑖 no longer change. How-
ever, it was previously shown that the speciation obtained by the ideal solution
assumption and the non-ideal case are very similar for CO2 absorption in aqueous
alkanolamine solutions [104]. We implemented the specific ion interaction theory
(SIT) [232, 233] with our chemical reaction equilibrium solver to test if the ideal
solution assumption differs from the non-ideal case. The results show that the dif-
ferences are indeed very small. Therefore, the results presented in this chapter
are obtained with the ideal solution assumption. In these calculations, we use the
experimental values of 𝐾𝑗,des provided by Plakia et al. [212] for all 4 reactions in
CO2/MDEA/water system (R1–R4) at 313.15 K (see Table B.4 for the correlations).
To compute the partial pressure of CO2 using the concentration of free CO2 in the



3

38 CASpy: A Chemical Absorption Equilibrium Solver

10−5 10−4 10−3 10−2 10−1 100

CO2 Loading / [molCO2 mol−1
amine]

10−8

10−6

10−4

10−2

100

102

104

C
O

2
P

re
ss

u
re
/

[k
P

a]

Experiments (Jou et al.)

Experiments (Rogers et al.)

Experiments (Austgen et al.)

Experiments (Benamor et al.)

CASpy

Figure 3.2: Comparison of the calculated CO2 isotherm and experimental CO2 isotherms [234–237] in
23 wt.% MDEA/water solutions at 313.15 K. Note that the experimental values of 𝐾𝑗,des provided by
Plakia et al. [212] were used for all reactions in the CO2/MDEA/water system (R1–R4) in the calculations
with the solver (Table B.4).

liquid phase at equilibrium (Eq. (3.5)), we computed the value of 𝜇ex𝑖 for CO2 in
water at 313.15 K and 1 bar. The values of 𝜇ex𝑖 for CO2 in water as a function of
temperature are listed in Table B.5 of Appendix B. To validate that CASpy yields the
correct solutions at equilibrium, we investigate the sum of the square of the resid-
uals (∑𝑁obj𝑖=1 𝐴2𝑖 where 𝑁obj is the number of residuals in the objective function and
𝐴𝑖 is the value of residual 𝑖) as a function of the CO2 loading in the solution. Our
results show that the sum of the squared residuals is 0 within machine precision for
all CO2 loadings. This means that the solutions computed by CASpy are at chemical
equilibrium. Fig. 3.2 shows the computed CO2 pressure as a function of the CO2
loading along with the experimental CO2 isotherms from literature [234–237] in 23
wt.% MDEA/water solutions at 313.15 K.

It is clearly shown that the computed CO2 pressures are in excellent agreement
with the experiments from the literature. Fig. 3.2 also shows that the computed
CO2 pressures are slightly lower than the experimental pressures at low loadings
(<10−2 molCO2 mol−1amine). This may be because the experiments at low pressures
of CO2 are less accurate than the experiments at higher CO2 pressures [53, 213].
Motivated by this excellent agreement, we also compare experimental [197] and
calculated speciations in CO2 loaded 23 wt.% MDEA/water solutions at 313.15 K.
Fig. 3.3 shows the experimental speciation from literature [197] and the calculated
speciation as a function of CO2 loading in 23 wt.% MDEA/water at 313.15 K. The
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comparison of the speciations shows that the calculated concentrations of MDEA,
MDEAH+, and HCO –

3 agree well with the experimental measurements for all CO2
loadings. However, this is not the case for the concentration of free CO2 and the
carbonate ion CO 2–

3 . For CO 2–
3 , the calculated concentration at the lowest loading

agrees well with the experimental measurements, while the CO 2–
3 concentrations

are underpredicted for higher loadings. Jakobsen et al.[197] state that the mea-
sured CO 2–

3 concentrations are most likely overestimated at high CO2 loadings.
This was shown by the excess negative charge that Jakobsen et al.[197] reported.
An excess negative charge means that the net charge of the system is not zero but
negative, so the concentration of CO 2–

3 is overestimated. For the free CO2 con-
centration, the chemical reaction equilibrium solver slightly overpredicts the only
experimental measurement that Jakobsen et al.[197] reported. However, these
authors state that the measured free CO2 concentration may be underestimated
due to the chemical exchange between the species at equilibrium complicating the
integration of the NMR spectra.

3.3.2. Binary Absorption of CO2 and H2S in Aqueous MDEA
Solutions

As a second case study, we investigate the binary absorption of CO2 and H2S in
aqueous MDEA. To this purpose, we computed the values of 𝜇ex𝑖 for H2S in water as
a function of temperature at 1 bar. The values of 𝜇ex𝑖 for H2S in water as a function
of temperature are listed in Table B.5. We computed the CO2 and H2S isotherms
in 50 wt.% MDEA/water solutions at 323.15 K and fixed H2S and CO2 loadings, re-
spectively. Note that all values of the residuals in these calculations were 0 within
machine precision, thus, the solutions correspond to chemical equilibrium. Dicko
et al. [54] performed a modeling study on the CO2 and H2S isotherms in aqueous
MDEA solutions for fixed H2S and CO2 loadings, respectively. These authors also
reported experimental H2S isotherms in aqueous MDEA solutions at fixed CO2 load-
ings. Fig. 3.4 shows the comparison between the calculated absorption isotherm of
CO2 (and H2S) in 50 wt.% MDEA/water solution at 313.15 K and fixed H2S (and CO2)
loading, and modeling (and experimental) data from Dicko et al. [54]. Fig. 3.4(a)
shows that with increasing loading of H2S, CO2 pressure also increases. The same
behavior can be seen for H2S pressures as a function of CO2 loading in Fig. 3.4(b).
This effect is more prominent at low acid gas loadings. Fig. 3.4 also shows that the
calculated CO2 isotherms at fixed H2S loading are in agreement with the modeling
results from Dicko et al. [54] at higher CO2 loadings. At lower loadings (total acid
gas loading < 1molacid gasmol−1amine), the results from the two models deviate sig-
nificantly. For H2S isotherms, Fig. 3.4(b) shows that the calculated H2S isotherms
in 50 wt.% MDEA/water solution at fixed CO2 loadings do not agree well with the
experimental results by Dicko et al. [54]. The sequential binary absorption of CO2
first and H2S second approach by Dicko et al. [54] may be the reason for the dif-
ference between our H2S isotherms and experimental results. It is important to
note that there may be CO2 evaporating in the second part of the measurement
due to the competitive absorption with H2S. We modified our solver so we can
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quantify this effect. Details of this correction are explained in Appendix B. The CO2
loading and H2S pressure were computed as a function of H2S loading using the
modified solver. Fig. B.1 of Appendix B shows the CO2 loading as a function of
H2S loading during H2S absorption. Our results show that CO2 indeed evaporates
from the solution to the gas phase during H2S absorption [54]. The amount of
evaporated CO2 is the lowest at the lowest CO2 loading. For the initial CO2 loading
of 0.093 molCO2 mol−1amine, the decrease in the CO2 loading is 0.6–26.9% of the
initial amount while for the highest CO2 loading, the decrease is 9.5–44.7% of the
initial CO2 loading. Fig. B.2 shows the H2S isotherms for the fixed CO2 loading
assumption, by the effect of evaporating CO2, and the experimental results from
Dicko et al. [54]. Fig. B.2 of Appendix B show that the H2S pressure decreases for
fixed H2S loadings when we account for the evaporation of CO2. This is because
there is less CO2 in the solution for H2S to compete with. The decrease in H2S
pressure is 0.6–5.9% for the initial CO2 loading of 0.093 molCO2 mol−1amine, while
the decrease in H2S pressure is between 21.6–37.6% for the highest initial CO2
loading (i.e., 0.706 molCO2 mol−1amine).

Even after accounting for the effect of CO2 evaporation during H2S loading, the
computed H2S isotherms still do not agree well with the experimental results from
Dicko et al. [54]. For example, Dicko et al. [54] measured the H2S pressure as
680 kPa for a CO2 loading of 0.706 molCO2 mol−1amine and a H2S loading of 0.645
molH2Smol−1amine in 50 wt.% MDEA/water solution at 323.15 K, while the computed
H2S pressure is 1887 kPa at the same conditions. Even when there is no CO2 in
the solution (CO2 loading = 0molCO2 mol−1amine), the calculated H2S isotherm does
not agree with the experimental results from Dicko et al. [54] except for the data
point at the lowest H2S loading. For a H2S loading of 0.884 molH2S mol−1amine,
the calculated pressure of H2S is 996 kPa, while the experimental H2S pressure is
278 kPa. This may be because of two reasons; (1) we use experimental values
of 𝐾𝑗,des for all reactions (R1–R6) reported by Plakia et al. [212]. However, these
parameters were not fitted to binary absorption of CO2 and H2S in aqueous MDEA.
Thus, experimental values of 𝐾𝑗,des may be less accurate for the conditions we are
investigating. (2) We use the 𝜇ex𝑖 of infinitely diluted H2S in water at 323.15 K to
compute H2S pressure using Eq. (3.5). This means that we assume that the 𝜇ex𝑖
of CO2 and H2S do not change with the increasing concentration of CO2, H2S, and
different ions (see R1–R6). We tested this assumption by computing the 𝜇ex𝑖 of CO2
for different CO2 loadings in 23 wt.% MDEA/water solutions at 313.15 K using the
speciations reported in Fig. 3.3. Fig. B.3 of Appendix B shows that the difference
between the 𝜇ex𝑖 of CO2 at the highest CO2 loading (1 molCO2 mol−1amine) and the
lowest CO2 loading (10−5 molCO2 mol−1amine) is well within the chemical accuracy
(1 kcalmol−1 = 4.18 kJmol−1) [191].
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(a)

(b)

Figure 3.3: Comparison of the calculated and experimental [197] speciations of CO2 loaded 23 wt.%
MDEA/water solutions at 313.15 K for CO2 loading ranges between (a) 10−5–1.7 molCO2 mol−1amine and
(b) 10−2–1.7molCO2mol−1amine. Open symbols represent the experimental speciation reported by Jakob-

sen et al.[197]; □: CO 2–
3 , ⋆: CO2, ⋄: MDEA, △: MDEAH+, ○: HCO –

3 . Note that the experimental values
of 𝐾𝑗,des provided by Plakia et al. [212] were used for all reactions in the CO2/MDEA/water system (R1–
R4) in our calculations (Table B.4). The color coding in (b) follows that of (a).
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(a)

(b)

Figure 3.4: Absorption isotherms of (a) CO2 and (b) H2S in 50 wt.% MDEA/water solutions at 313.15 K
and fixed H2S and CO2 loadings, respectively. Open symbols represent modeling and experimental
results from Dicko et al. [54] for (a) and (b), respectively. The color coding for the open symbols follows
that of the solid lines. The figures below the legends show the CO2 (H2S) pressures in kPa for a CO2
(H2S) loading range between 0.1 to 1molCO2mol−1amine (molH2Smol−1amine). Note that the experimental
values of 𝐾𝑗,des provided by Plakia et al. [212] were used for all reactions in H2S/CO2/MDEA/water
system (R1–R6) for the calculations in the solver (Table B.4).
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Table 3.1: Natural logarithms of the computed values of 𝐾R3,des (reaction R3) for the GAFF and OPLS-AA
force field and natural logarithm of the experimental value [212] of 𝐾R3,des at 313.15 K.

ln [𝐾R3,des] Source

GAFF -34.80 This chapter
OPLS-AA -24.91 This chapter

Experimental -23.04 Plakia et al.[212]

3.3.3. Sensitivity and Limitations of the Method
We tested the sensitivity of computed CO2 pressures in aqueous MDEA solutions to
the computed values 𝜇0𝑖 and 𝜇ex𝑖 by computing 𝐾𝑗,des of the MDEAH+ dissociation
reaction (R3) using Eq. (3.4). We used either the GAFF [95] with point charges
fitted with RESP or the OPLS-AA force field [88, 89] with 1.14*CM1A point charges
[223] for MDEAH+ and MDEA. For water, we used the TIP3P force field [222], while
we used the optimized force field by Noroozi et al. [105] for the H3O

+ ions. Using
CFCMC simulations and thermodynamic integration [97], we computed the 𝜇ex𝑖 of
MDEAH+ (HCO –

3 as the counter ion), MDEA, H3O
+ (HCO –

3 as the counter ion),
and water. We also computed the 𝜇0𝑖 of MDEAH

+, MDEA, H3O
+, and water us-

ing quantum chemistry calculations. The values of 𝜇ex𝑖 and 𝜇0𝑖 of MDEAH
+, MDEA,

H3O
+, and water are listed and compared with the available data from literature

in Table B.6 and Table B.7 of Appendix B. We also listed the values of 𝜇0𝑖 and the
atomization energies (𝐷0,𝑖) computed with different quantum chemistry composite
methods in Table B.8. The computed values of 𝜇0𝑖 show that different quantum
chemistry composite methods result in very similar values of 𝜇0𝑖 as the standard
deviations are between 1.5–2.6 𝑘B𝑇. Note that every 1 𝑘B𝑇 unit change in values
of 𝜇0𝑖 corresponds to a change of ca. 1 in terms of ln [𝐾𝑗,des] (Eq. (3.4)). Also,
Table B.6 shows that the calculated values of 𝜇0𝑖 agree with the values computed
using the JANAF tables [135, 136] within 6–8 𝑘B𝑇 for charge neutral molecules
(water and CO2), while the difference between the values of 𝜇0𝑖 computed using
quantum chemistry calculations and JANAF tables [135, 136] for ions (H3O

+ and
OH– ) are between 5–17 𝑘B𝑇. Since the standard deviation between the values of
𝜇0𝑖 computed using different quantum chemistry composite methods in Gaussian09
[78] is low and the G4 method is one of the most accurate methods [227], we
use the G4 method to compute the values of 𝜇0𝑖 for the remainder of this chap-
ter. We compared the values of 𝜇ex𝑖 computed using MC simulations with available
experimental data from literature and values of 𝜇ex𝑖 computed from Henry con-
stant of species in water (Table B.7). Our results show that the computed values
of 𝜇ex𝑖 agree with the available data from literature within the chemical accuracy
(1 kcalmol−1 = 4.18 kJmol−1) [191]. Using the computed values of 𝜇ex𝑖 and 𝜇0𝑖 , we
computed the equilibrium constant of the MDEAH+ dissociation reaction 𝐾R3,des at
313.15 K (Eq. (3.4)). The natural logarithms of the computed values of 𝐾R3,des for
different force fields are listed in Table 3.1.
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Our results show that the computed 𝐾R3,des using the OPLS-AA force field [88,
89] with point charges derived from 1.14*CM1A [223] agrees well with the exper-
imental [212] value, while the value computed using GAFF [95] with RESP fitted
point charges differs from the experiments. Noroozi et al. [204] computed the p𝐾a
of protonated amine dissociation reactions for 29 different alkanolamine species
at 298.15 K and 1 bar. To make the results of Noroozi et al. [204] comparable
with our study, we convert the values of p𝐾a these authors report to the units
of ln [𝐾𝑗,des] (ln [𝐾𝑗,des] = ln [10]p𝐾a). Noroozi et al. [204] compared the val-
ues of p𝐾a computed using GAFF with RESP fitted point charges, SMD continuum
solvent simulations, and GAFF with the semiempirical AM1-BCC charge model with
experimental values of p𝐾a from literature. For the RESP fitting, these authors
computed the electrostatic potential of the species at 3 different levels of theory
using quantum chemical calculations. The authors showed that although some cal-
culated values of p𝐾a agree with the experimental data within 1 p𝐾a unit, none of
the investigated methods is consistently successful in accurately predicting p𝐾a of
protonated amine dissociation reactions. For example, Noroozi et al. [204] com-
puted the value of ln [𝐾j,des] of protonated MDEA dissociation reaction between
28.1–31.5 while the experimental value from literature is 23.8 [238] at 298.15 K.
Noroozi et al. [204] also showed that the deviations in computed values of p𝐾a
are quite large for some alkanolamines. For example, these authors computed the
value of ln [𝐾j,des] of protonated tris(hydroxymethyl)aminomethane (THMAM) dis-
sociation reaction between 9.9–20.7 while the experimental value from literature is
22.7 at 298.15 K.

To test the sensitivity of CO2 isotherm in aqueous MDEA solution to the value of
𝐾R3,des, we computed CO2 isotherm in 23 wt.% MDEA/water solution at 313.15 K
using the values of 𝜇0𝑖 computed from quantum chemistry calculations and the val-
ues of 𝜇ex𝑖 computed using thermodynamic integration. Fig. 3.5 shows the CO2
isotherms computed using 𝐾R3,des from OPLS-AA force field, GAFF, and the exper-
imental correlation from Plakia et al. [212], and experimental CO2 isotherms from
literature [234–237] as a function of CO2 loading. When 𝐾R3,des computed with
GAFF (ln [𝐾R3,des] = −34.80) is used, the computed CO2 pressures are significantly
underestimated at low CO2 loadings (< 1molCO2 mol−1amine), while at high loadings
(> 1 molCO2 mol−1amine), the computed CO2 pressures agree well with the experi-
mental isotherms. The computed CO2 pressures were underestimated at low CO2
loadings because lower values of 𝐾R3,des mean that reaction R3 is dominated by the
species on the left side of the reaction (MDEAH+ and H2O) (Eq. (3.3)). This means
that the CO2 dissociation reaction (reaction R1) proceeds towards the right side of
the reaction more freely, so more CO2 is absorbed by the solution (in the form of
HCO –

3 , and consequently CO 2–
3 ) at low CO2 loadings. This results in the underes-

timation of the CO2 isotherm at low loadings of CO2 computed using 𝐾R3,des from
GAFF. When 𝐾R3,des computed with the OPLS-AA force field is used, the agreement
between the computed and experimental CO2 isotherms is much better than GAFF
but still differs from the experimental isotherms. At the lowest CO2 loading (10−5

molCO2mol−1amine), the CO2 pressure computed using 𝐾R3,des from the experimental
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ln [KR3,des] = −34.80 (GAFF)

ln [KR3,des] = −23.04 (Plakia et al.)

Figure 3.5: Comparison of experimental CO2 isotherms [234–237] and the calculated CO2 isotherms
obtained using 𝐾R3,des from the OPLS-AA force field [88, 89], the GAFF [95], and the experimental
correlation from Plakia et al. [212] in 23 wt.% MDEA/water solution at 313.15 K. Note that exper-
imental values of 𝐾𝑗,des provided by Plakia et al. [212] were used for reactions R1, R2, and R4 in
CO2/MDEA/water system while for reaction R3, we used 𝐾R3,des from OPLS-AA force field, GAFF, or
experimental correlation from Plakia et al. [212]. The solid lines represent the CO2 isotherms computed
with CASpy while the empty symbols represent CO2 isotherms from literature [234–237]. The color
codes of the empty points (experiments) follow those in Fig. 3.2.

correlation reported by Plakia et al. [212] is ca. 6 times higher than the CO2 pres-
sure computed using 𝐾R3,des from the OPLS-AA force field. At a higher CO2 loading
(5 × 10−3 molCO2mol−1amine), the CO2 pressure computed using 𝐾R3,des from the ex-
perimental correlation reported by Plakia et al. [212] is ca. 16 times higher than the
CO2 pressure computed using 𝐾R3,des from the OPLS-AA force field. The isotherms
computed using the GAFF and OPLS-AA force field agree well with the experimental
CO2 isotherms at high CO2 loadings. This is because the limit of chemical CO2 ab-
sorption in aqueous MDEA solutions is the CO2 loading of 1 molCO2 mol−1amine (due
to the one-to-one stoichiometry between CO2 and MDEA in reactions R1–R4). Fur-
ther analyses showed that an accuracy of 0.1 𝑘B𝑇 in the computed values of 𝜇0𝑖 is
needed to predict values of 𝑃CO2 within 10% of the ones computed using the equi-
librium constant from the experimental correlation reported by Plakia et al. [212]
at low CO2 loadings. At loadings higher than 1 molCO2 mol−1amine, we only have
physical absorption of CO2 in the solution. This can also be seen with the chang-
ing slope of the CO2 isotherms at CO2 loadings higher than 1 molCO2 mol−1amine.
The only parameter affecting the amount of physically absorbed CO2 in our model
is the 𝜇ex𝑖 of CO2. This shows that we predict the 𝜇ex𝑖 of CO2 in water correctly,
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therefore, all the isotherms agree with the experimental CO2 isotherms at high CO2
loadings. All in all, Fig. 3.5 shows that the computed CO2 isotherms are sensitive
to the changes in the equilibrium constant of reaction R3 (𝐾R3,des). Even with a
reasonable prediction of the value of 𝐾R3,des (ln [𝐾R3,des] (OPLS-AA) = −24.91 vs.
ln [𝐾R3,des] (Plakia et al.) = −23.04) from quantum chemistry calculations and MC
simulations, the CO2 isotherms computed are quite different.

To investigate absorption at low pressures, we derived an expression for the
Henry constant of CO2 in aqueous MDEA solutions. Details of derivation of the
expression for the Henry constant of CO2 are shown in Appendix B. The Henry
constants computed using the expression we derived and computed using the slope
of the CO2 isotherm (the one with 𝐾R3,des from Plakia et al. [212]) show an excellent
agreement since the Henry constant computed using the expression we derived is
0.0162 kPamolaminemol−1CO2 and the Henry constant computed using the slope of
the CO2 isotherm is 0.0149 kPamolaminemol−1CO2 . We also validated the expression
for the Henry constant of CO2 in aqueous MDEA solutions using the speciation
obtained from CASpy. Table B.3 of Appendix B shows the excellent agreement
between the speciation computed using the Henry constant expression we derived
and the speciation computed numerically with our solver. This means that the
expression derived for the Henry constant of CO2 in aqueous MDEA solutions can
be used to accurately compute absorption at low pressures.

To test the sensitivity of computed values of 𝐾R3,des to point charges, we com-
puted 𝜇ex𝑖 of MDEAH+ (and HCO –

3 as counter ion), H3O
+ (and HCO –

3 as counter
ion), and MDEA with point charge scaling factors (𝜒) of 0.9, 0.8, and 0.7 at 313.15 K.
For example, 𝜒 = 0.9 means that all the point charges in the molecule were multi-
plied by 0.9. Fig. 3.6 shows the computed values of 𝜇ex𝑖 and the computed values
of ln [𝐾R3,des] for GAFF with RESP fitted point charges and OPLS-AA force field with
1.14*CM1A point charges as a function of 𝜒 at 313.15 K. The parameters of the
linear regression fits in Fig. 3.6 are tabulated in Table B.9 and Table B.10 of Ap-
pendix B. The results show that for both force fields, the values of 𝜇ex𝑖 are very
sensitive to the point charges. For GAFF with RESP fitted point charges, the value
of 𝜇ex𝑖 for MDEAH++HCO –

3 increases by 95.63 kJmol−1 (36.73 𝑘B𝑇) when 𝜒 = 0.9
is used instead of the unscaled point charges. The change in the value of 𝜇ex𝑖 for
H3O

+ + HCO –
3 is even more sensitive to the point charges (also seen in Table B.9

with a lower slope). The value of 𝜇ex𝑖 for H3O
++HCO –

3 increases by 155.53 kJmol−1

(59.74 𝑘B𝑇) when 𝜒 = 0.9 is used instead of 𝜒 = 1.0. Our results also show that
ln [𝐾R3,des] is very sensitive to the changes in the point charges. For OPLS-AA force
field with 1.14*CM1A point charges, the computed value of ln [𝐾R3,des] changes
from -24.91 to -42.19 if only the point charges of the ions in reaction R3 are scaled,
and to -45.15 if the point charges of MDEA are scaled as well. All in all, Fig. 3.6
show that we need force fields with very accurate point charges to be able to ac-
curately compute CO2 isotherms in aqueous alkanolamines. Polarizable force fields
are usually more accurate than classical force fields [239–246] because the ability
to accurately quantify electrostatic interactions is essential (Fig. 3.6). However, po-
larizable force fields are not implemented widely in the software packages, and are
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(a)

(c)

(b)

(d)

Figure 3.6: (a,b) Values of 𝜇ex𝑖 of the species in reaction R3, and (c,d) values of ln [𝐾R3,des] for (a,c)
the GAFF with RESP fitted point charges (Appendices C.8.1 and C.9.1) and (b,d) the OPLS-AA force field
with 1.14*CM1A point charges (Appendices C.8.2 and C.9.2) as a function of the point charge scaling
factor 𝜒 at 313.15 K. The dashed lines in all subfigures represent the linear regression fits to the values
of 𝜇ex𝑖 (the fit parameters are tabulated in Table B.9 and Table B.10).

usually computationally more expensive and less transferable than classical force
fields [247, 248].

3.4. Conclusions
We derived an expression for a mole fraction-based equilibrium constant as a func-
tion of 𝜇ex𝑖 , 𝜇0𝑖 and 𝑇, and developed an open-source chemical reaction equilibrium
solver in Python called CASpy for absorption of gases to reactive solutions, assum-
ing that the values of 𝜇ex𝑖 and the liquid phase volume 𝑉 are constant. CASpy
can be used to compute the concentrations of the species in any reactive liquid
phase, for example, aqueous alkanolamine solutions for CO2 and H2S capture, and
CO2 capture in an aqueous solution for the electrochemical conversion of CO2. We
first validated that CASpy yields the correct numerical solution at chemical equi-
librium. Our results showed that the computed solutions are at chemical equilib-
rium since the sum of all residuals were 0 within machine precision. We computed
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CO2 isotherms in 23 wt.% MDEA/water solutions at 313.15 K using experimental
equilibrium constants from literature [212] for all reactions (R1–R4) and compared
the computed isotherms with experimental isotherms from literature. The results
are in excellent agreement with the experiments. We compared the computed
speciation in the CO2/MDEA/water system with the experimental speciation from
literature [197], showing an excellent agreement. For low pressures, we derived
and validated an analytic expression for the Henry constant of CO2 in aqueous
MDEA solutions. We computed binary CO2 and H2S absorption isotherms in 50
wt.% MDEA/water solutions at 323.15 K using experimental equilibrium constants
from literature [212] for all reactions (R1–R6). The computed CO2 isotherms in the
H2S/CO2/MDEA/water system show a good agreement with another modeling study
from literature [54], however, the computed H2S isotherm in H2S/CO2/MDEA/water
system did not agree well with experimental isotherms by Dicko et al. [54]. As
these authors first performed CO2 absorption and then H2S absorption in a 50
wt.% MDEA/water solution, and did not account for the CO2 evaporating in the H2S
absorption part of the experiment, we also estimated the amount of evaporated
CO2 by making some modifications to our solver. The H2S isotherm computed con-
sidering the effect of evaporating CO2 agreed better with the experimental results
[54] than the H2S isotherm computed without considering the effect of evaporating
CO2. However, agreement with the experimental results from Dicko et al. [54]
is lacking. This implies that the experimental equilibrium constants [212] from lit-
erature were not suitable for H2S/CO2/MDEA/water systems and the equilibrium
constants of the reactions in H2S/CO2/MDEA/water systems need to be refitted.
We tested the sensitivity of the computed CO2 isotherms in aqueous MDEA so-
lutions to the computed values of 𝜇ex𝑖 and 𝜇0𝑖 by computing these values for the
MDEAH+ dissociation reaction (R3) in water at 313.15 K and 1 bar using MC simu-
lations and quantum chemistry calculations. Two different force fields for MDEAH+

and MDEA were used in the MC simulations (GAFF [95] and OPLS-AA [88, 89]).
Using the computed values of 𝜇ex𝑖 and 𝜇0𝑖 and Eq. (3.4), we computed the value of
𝐾R3,des at 313.15 K. The value of 𝐾R3,des computed using the OPLS-AA force field
(ln [𝐾R3,des] (OPLS-AA) = −24.91) showed a good agreement with the experimen-
tal value (ln [𝐾R3,des] (Plakia et al.[212])= −23.04) from literature while the value
of 𝐾R3,des computed using the GAFF (ln [𝐾R3,des] (GAFF) = −34.80) differed from
the experimental value. We computed the CO2 isotherms in 23 wt.% MDEA/water
solutions at 313.15 K using the experimental equilibrium constants from literature
[212] for reactions R1, R2, and R4, while we used either 𝐾R3,des computed using the
GAFF or the OPLS-AA force field. Results showed that the computed CO2 isotherms
are in an excellent agreement with the experimental isotherms at high CO2 load-
ings (> 1 molCO2 mol−1amine). However, the difference between the computed CO2
isotherms and the experimental isotherms is quite large for lower CO2 loadings (<
1 molCO2 mol−1amine). Even with a good agreement between the value of 𝐾R3,des
computed using the OPLS-AA force field and the experimental value of 𝐾R3,des from
literature, the computed CO2 pressures were 6 and 12 times lower than the ex-
perimental isotherms at 10−5 molCO2 mol−1amine and 5 × 10−3 molCO2 mol−1amine,
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respectively. This shows that the CO2 isotherm in aqueous MDEA solutions is very
sensitive to the value of 𝐾R3,des. Furthermore, we computed the values of 𝜇ex𝑖 and
𝐾R3,des for the GAFF and OPLS-AA force field and for charge scaling factor 𝜒 of 0.9,
0.8, and 0.7. Our results showed that even with 10% change in the point charges,
the changes in the values of 𝜇ex𝑖 and 𝐾R3,des were very large. The value of 𝜇ex𝑖 for
MDEAH+ + HCO –

3 has increased by ca. 37 𝑘B𝑇 from 𝜒 = 1.0 to 𝜒 = 0.9, while
the value of 𝜇ex𝑖 for H3O

+ + HCO –
3 has increased by ca. 60 𝑘B𝑇. The value of

ln [𝐾R3,des] computed using the GAFF has decreased from -34.80 to -49.42 when
charges are scaled by 𝜒 = 0.9 while the value of ln [𝐾R3,des] computed using the
OPLS-AA force field decreased from -24.91 to -42.19. Our results showed that force
fields with accurate point charges are required to be able to solve chemical reaction
equilibrium accurately. Further research must be conducted to develop accurate
point charge assignment methods, while exploring alternative approaches such as
the development of polarizable force fields.





4
Transport Properties of
Mixtures of Acid Gases with
Aqueous Monoethanolamine
Solutions

The effects of temperature and MEA concentration on acid gas self-diffusivity in aqueous MEA
solutions are investigated. MEA point charges are scaled by a factor of 0.8, validated using
viscosities and self-diffusivities. Computed self-diffusivities of CO2 and H2S reveal significant
dependencies on temperature and MEA concentration.

This chapter is based on the paper:
H. M. Polat, F. de Meyer, C. Houriez, C. Coquelet, O. A. Moultos and T. J. H. Vlugt, Transport properties
of mixtures of acid gases with aqueous monoethanolamine solutions: A molecular dynamics study, Fluid
Phase Equilibria, 564, 113587 (2023).
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4.1. Introduction
Force field-based MD simulations have been extensively used to predict diffusion
coefficients of different solutes such as alkylbenzenes, ketones, and water in vari-
ous solvents [249, 250]. This simulation method requires an accurate description
of the interaction between the molecules of the solute and the solvent i.e., inter-
action potentials that describe the interactions between the molecules accurately.
The advantage of MD simulations is that reactions in the system can be “switched
off”, thereby eliminating the need for a model molecule in the experimental studies.
Although MD simulations have been very promising and are widely used for this pur-
pose [56, 251], we currently have limited knowledge of the diffusion coefficients of
CO2 and H2S and their temperature dependence in solutions with different concen-
trations of alkanolamine in the solvent. The diffusivity of acid gases in pure water
has been studied extensively [144, 145, 252]. A comprehensive literature review on
studies examining the transport properties of acid gases in aqueous alkanolamine
solutions using MD simulations is presented in Section 1.2.3.

In this chapter, we compute self-diffusion coefficients (𝐷self) for CO2 and H2S in
aqueous MEA solutions for a wide range of temperatures and MEA concentrations
in the solution. We studied aqueous MEA solutions because it is considered as
an industry benchmark solvent [253] and it is also used in other applications such
as CO2 capture from flue gas [254]. We first computed the density of pure MEA
solution for the temperature range 293–353 K. It turns out that with the standard
force fields from literature, the results did not agree with the experimental density
values from literature. We then scaled the force field parameters of MEA molecules
to find the optimum scaling factor that best describes the experimental densities of
the solvent. We validated this set of parameters by calculating the viscosities and
𝐷self of pure MEA and 30 wt.% MEA/water solution and compared these values to
experimental values from literature. We used the validated force field for MEA to
compute the self-diffusivities of CO2 and H2S at infinite dilution for a temperature
range of 293–353 K and MEA concentrations ranging from of 10–50 wt.% in the
solvent. The results we provide will be useful for more accurate modelling in the
process simulations, and will guide the design and development of acid gas removal
process.

4.2. Simulation Details
MC simulations were performed to compute solvent densities using the open source
MC software, Brick-CFCMC [96, 97, 123]. For MEA molecules, the OPLS-AA [88, 89]
force field was used for intermolecular LJ interactions because it was optimized for
amines. Partial charges computed from quantummechanical calculations were used
for electrostatic interactions of the MEA molecules. Quantum chemical calculations
were performed using the Gaussian09 [78] software at second order Møller-Plesset
perturbation theory (MP2) [70] level using the 6-311+G(2d,2p) basis set. We then
multiply either the energy (𝜀) parameters of the LJ interactions of MEA molecule or
the point charges of the MEA molecule with a scaling factor 𝜒 to scale the interac-
tions of this molecule. For water molecules, the SPC/E [188] force field was used.
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The SPC/E force field is known to predict the transport properties of water accurately
[255]. For CO2 molecules, the TraPPE [90] force field was used. The interactions
between the TraPPE CO2 molecules and the SPC/E water molecules were computed
using the optimized intermolecular potential for CO2/H2O developed by Orozco et
al. [225]. For H2S molecules, the force field developed by Kristóf and Liszi [224]
was used. All force field parameters for these molecules can be found in Appendix
C (Appendices C.1.1, C.3, C.4.1 and C.10). LJ parameters of the interactions of
different types of atoms except the interactions between CO2 and water molecules
[225] were computed using Lorentz-Berthelot mixing rules [83]. All molecules in
the molecular simulations were kept rigid. It was shown that the rigidity of small
molecules (length of MEA molecule ≈ 3Å) does not significantly affect the dynamics
in MD simulations [83]. Initial configurations were generated in a cubic simulation
box with a length of 25.5 Å using Packmol [256]. For initialization, equilibration and
production stages, 104, 105 and 105 MC cycles were performed, respectively. In
MC cycles, the number of trial moves is equal to the number of molecules in the
simulation box. These moves were the translation of a randomly selected molecule
(49.5%), the rotation of a randomly selected molecule (49.5%) and attempting to
change the volume of the simulation box (1%). In these simulations, LJ interactions
were truncated at 12 Å and analytic tail corrections [83] were applied. To compute
the electrostatic interactions, the Ewald summation [182] was used with a precision
of 10−6. Standard deviations for densities of pure MEA and 30 wt.% MEA/water
solutions were computed using block averaging over the densities computed in the
production stage of the MC simulations.

Initial configurations for the MD simulations were generated with a box length
of 50Å using Packmol [256]. The number of MEA and water molecules used for dif-
ferent concentrations of MEA in the solution are listed in Table 4.1. Two molecules
of CO2 or H2S were used to compute the self-diffusivity of these species. The MD
simulations start with an equilibration period of 0.5 ns with a timestep of 1 fs in the
NPT ensemble using the Nosé-Hoover thermostat and barostat. After this equilibra-
tion, the temperature was equilibrated in the NVT ensemble using the Nosé-Hoover
thermostat for another 0.5 ns. In the production stage, the simulations were run
for 100 ns in the NVE ensemble with a timestep of 1 fs. In these simulations, LJ
interactions were truncated at 12Å. Analytic tail corrections [83] were applied to
account for the long-range interactions. Electrostatic interactions were computed
using the Particle-Particle Particle-Mesh (PPPM) method with a relative precision of
10−5. MD simulations to compute viscosities and self-diffusivities were performed
using the LAMMPS [130] package (version 3 March 2020) with the On-the-Fly Cal-
culation of Transport Properties (OCTP) [257] plugin. The computed self-diffusion
coefficients were corrected for the finite-size effects using [258–261]:

𝐷𝑖 = 𝐷MD
𝑖 + 𝜉𝑘B𝑇6𝜋𝜂𝐿 (4.1)

where 𝐷𝑖 is the self-diffusivity of species 𝑖 in the thermodynamic limit, 𝐷MD
𝑖 is the

self-diffusivity of species 𝑖 computed from the MD simulation, 𝜉 is a constant equal
to 2.837297 for a cubic simulation box, 𝑘B is the Boltzmann constant, 𝑇 is the ab-
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Table 4.1: Number of MEA and water molecules in MD simulations for different concentrations of MEA
in the MEA/water solutions.

MEA
concentration /

[wt.%]

Number of MEA
molecules

Number of water
molecules

Average Box Size
at 313K / [Å]

10 25 775 29.1
20 55 745 29.8
30 81 646 29.9
40 123 627 30.5
50 159 541 30.8

solute temperature, 𝜂 is the viscosity computed from MD simulation, and 𝐿 is the
length of the simulation box. It is important to note that the computed self-diffusion
coefficients of the acid gases are practically equal to transport diffusion coefficients
because the acid gases are at low loading [262]. The standard deviations of the
self-diffusion coefficients and the viscosities were computed from ten independent
simulations starting from different initial configurations. The computed radial dis-
tribution functions (RDFs) are center-of-mass RDFs.

4.3. Results and Discussion
4.3.1. Densities and Viscosities of Aqueous MEA Solutions
LJ interaction parameters for MEA were taken from the OPLS-AA force field [88, 89].
The point charges of MEA were computed using quantum chemical calculations as
discussed in the previous section. Generic force fields such as OPLS-AA and point
charges calculated using quantum chemical calculations may require scaling (with
different methods) [263–268]. The reason for this is that point charges calculated
using quantum chemical calculations typically overestimate electrostatic interactions
[190, 263, 266, 267, 269, 270]. To test the performance of the force field for
MEA, we computed the density of a pure MEA solution and a 30 wt.% MEA/water
solution for a temperature range of 293–353 K using MC simulations. Comparison
between computed and experimental densities [271–273] are shown in Fig. 4.1.
Results showed that computed densities using this force field do not agree well
with experimental measurements [271–273]. This is because strong polarization
and charge transfer in these solutions are not well produced by this force field [264].
We scaled the energy (𝜀) parameter of the LJ potential and the point charges of the
MEA molecule by multiplying either 𝜀 or the point charges with a scaling factor, 𝜒.
Fig. 4.1 shows the densities of pure MEA solvent and 30 wt.% MEA/water solution
as a function of temperature and 𝜒. Results show that changing the LJ potential
does not affect the densities of both pure MEA and 30 wt.% MEA/water solution
significantly, while scaling the point charges significantly affects the density of these
solutions. Fig. 4.2 shows that scaling the LJ 𝜀 parameter of the MEA atoms by
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(a)

(c)

(b)

(d)

Figure 4.1: Comparison of simulated and experimental [271–273] densities of (a,b) pure MEA and (c,d)
30 wt.% MEA/water solutions as a function of temperature. Subfigures (a) and (c) show the scaling of
LJ 𝜀 parameters of the MEA molecules while subfigures (b) and (d) show the scaling of the point charges
of the MEA molecules. Red: 𝜒 = 1.00; blue: 𝜒 = 0.95; green: 𝜒 = 0.90; orange: 𝜒 = 0.85; purple:
𝜒 = 0.80; brown: 𝜒 = 0.75; cyan: 𝜒 = 0.70; black: experiments [271], blue: experimental correlation
[272, 273]. The lines connecting the experimental data are to guide the eye.

𝜒 = 0.7 changes the density of pure MEA solution (30 wt.% MEA/water solution)
by ca. 0.4% (1.1%) at 303K. The scaling of the point charges of MEA by the
same 𝜒 changes the density of pure MEA by ca 10% and the density of 30 wt.%
MEA/water solution by ca. 4% (Fig. 4.1(b) and (d)). Overall, these results suggest
that calculated densities of pure MEA and 30 wt.% MEA/water solutions agree well
with the experimental values when the point charges of MEA are scaled by 0.8, with
a maximum deviation of ca. 3% from experiments for both solutions (Fig. 4.1(b)
and (d)).

Motivated by the good agreement between simulations and experiments on the
densities of pure MEA and 30 wt.% MEA/water solutions, we validated the scaling
factor for the point charges, i.e. 𝜒 = 0.80, of MEA by computing the viscosities
and self-diffusivities of MEA (𝐷MEA) and water (𝐷water) of these solutions using
MD simulations for a temperature range of 293–353 K. We have used 30 wt.%
MEA/water solution to validate our model for MEA because this is the most stud-
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(a)

(c)

(b)

(d)

Figure 4.2: Deviation between the simulated densities of (a,b) pure MEA and (c,d) 30 wt.% MEA/water
and experimental densities [271] of (a,b) pure MEA and (c,d) 30 wt.% MEA/water solutions as a function
of temperature. Subfigures (a) and (c) show the scaling of LJ the 𝜀 parameters of MEA while subfigures
(b) and (d) show the scaling of the point charges of MEA. In subfigures (b) and (d), color codes follow
those in subfigures (a) and (c).

ied solution in literature and the industry standard for CO2 capture [274]. It is
important to note that we scaled the point charges of MEA with 𝜒 = 0.8 in these
simulations. Fig. 4.3 shows the comparison between the computed and experi-
mental [271] viscosities and values of 𝐷MEA and 𝐷water of pure MEA and 30 wt.%
MEA/water solutions. Results show that the computed and experimental viscosities
of pure MEA and 30 wt.% MEA/water solutions have coefficient of determination
(𝑅2) [24] scores of 0.98 and 0.97, respectively. Both 𝑅2 scores show that the
simulations, and therefore this set of force field parameters for MEA, agree well
with the experiments on viscosity in this temperature range. We also compare
the simulation results with the experimental correlation obtained from Design In-
stitute for Physical Properties (DIPPR) [272] (Fig. 4.3(a)). The simulations agree
well also with the experimental correlation obtained from the DIPPR database. For
example, the computed viscosities for pure MEA (30 wt.% MEA/water) were be-
tween 26.26–2.42 (2.69–0.91) mPa s at 293–353 K. The experimental values for
the same conditions vary between 24.09–2.92 and 2.91–0.77 mPa s for pure MEA
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and 30 wt.% MEA/water solutions, respectively. The maximum (average) devia-
tion between computed viscosities and experimental viscosities were computed as
17% (8.8%) and 15% (7.6%) for pure MEA and 30 wt.% MEA/water solutions,
respectively. These results suggest that using the scaling factor (𝜒 = 0.8) for
the point charges of MEA in these simulations can provide accurate predictions for
the viscosity of MEA/water solutions. We also compared the computed values of
𝐷MEA (corrected for finite-size effects using computed viscosities [259, 260]) of
MEA molecules in pure MEA solution with the experimental values from literature
[275]. The experimental values are 4.2 × 10−11m2 s−1, 5.5 × 10−11m2 s−1, and
9.3 × 10−11m2 s−1 for 288, 298, and 308 K, while the computed values of 𝐷MEA
are 4.5 × 10−11m2 s−1 (extrapolated slightly using an Arrhenius equation fit, 𝑅2 for
the Arrhenius fit = 0.997), 5.6 × 10−11m2 s−1, and 1.1 × 10−10m2 s−1, respectively.
To the best of our knowledge, there is no experimental data in literature to compare
𝐷MEA and 𝐷water in 30 wt.% MEA/water solutions. The values of 𝐷MEA molecules
are 2.14-2.34 times larger than the values of 𝐷MEA in 30 wt.% MEA/water solutions.
Also, the results show that the values of 𝐷MEA are an order of magnitude higher
in 30 wt.% MEA/water solution than that in a pure MEA solution. This indicates
stronger MEA-MEA interactions than MEA-water interactions.

4.3.2. Diffusivities of CO2, H2S, MEA, and Water in Aqueous
MEA Solutions

To obtain a fundamental understanding of the transport mechanism of CO2 and
H2S in MEA/water solutions with different MEA concentrations, we computed self-
diffusivities of CO2 (𝐷CO2

), H2S (𝐷H2S), water, and MEA molecules in 10–50 wt.%
MEA/water solutions at infinite dilution and 1 bar for a temperature range of 293–
353 K using MD simulations. Fig. 4.4 shows the values of 𝐷CO2

and 𝐷H2S in pure
water [144, 252] and 10–50 wt.% MEA/water solutions as a function of temperature
and MEA concentration. Fig. 4.5 shows the computed values of 𝐷MEA and 𝐷water as
a function of temperature and MEA concentration. We first compare computed val-
ues of 𝐷CO2

with 𝐷CO2
obtained using CO2/N2O analogy [277]. Mandal et al. [277]

estimated values of 𝐷CO2
in 30 wt.% MEA/water solution as 1.61 × 10−9m2 s−1,

1.74 × 10−9m2 s−1, and 2.14 × 10−9m2 s−1 at 293, 303, and 313K, respectively.
The computed values of 𝐷CO2

at infinite dilution in 30 wt.% MEA/water solution
are 1.1 × 10−9m2 s−1, 1.4 × 10−9m2 s−1, and 2.1 × 10−9m2 s−1 at 293, 303, and
313K, respectively. These results show that simulated values of 𝐷CO2

are slightly
underestimated for the temperatures 293K and 303K, while at 313K the computed
value of 𝐷CO2

agrees with the value obtained using CO2/N2O analogy [277].
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(a)

(c)

(b)

(d)

Figure 4.3: Comparison of simulated and experimental [271–273, 276] viscosities of (a) pure MEA and
(c) 30 wt.% MEA/water solution as a function of temperature. The values of (b) 𝐷MEA in pure MEA, and
(d) 𝐷MEA and 𝐷water in 30 wt.% MEA/water solution as a function of temperature.
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(a)

(c)

(b)

(d)

Figure 4.4: Values of (a) 𝐷CO2
and (c) 𝐷H2S in pure water [144, 252] and 10–50 wt.% MEA/water

solutions as a function of temperature. Subfigures (b) and (d) show the Arrhenius plots of subfigures
(a) and (c), respectively. Dashed lines represent the Arrhenius fits of the values of 𝐷CO2

and 𝐷H2S.
Color code: black: 10 wt.% MDEA/water; red: 20 wt.% MDEA/water; blue: 30 wt.% MDEA/water;
green: 40 wt.% MDEA/water; orange: 50 wt.% MDEA/water; purple: pure water [252]; brown: pure
water [144].
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(a)

(b)

Figure 4.5: Computed values of (a) 𝐷water and (b) 𝐷MEA as a function of temperature and MEA con-
centration in the solution.
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Our results show that the values of 𝐷CO2
and 𝐷H2S increase with increasing

temperature. Fig. 4.4 also shows that the values of 𝐷CO2
is larger than 𝐷H2S at

the same conditions. Although H2S has a lower molar mass (𝑀H2S = 34.1 gmol−1)
than CO2 (𝑀CO2 = 44.01 gmol−1), the values of 𝐷H2S are lower because it can
form hydrogen bonds with both water and MEA molecules, and the H2S molecule is
more spherical than the linear CO2 molecule [278]. Also, the results show that with
the increasing concentration of MEA in the solution, the values of both 𝐷CO2

and
𝐷H2S in these solutions decrease. The value of 𝐷CO2

(𝐷H2S) at 293K decreases by
a factor of 7.6 (6.8) from 10 wt.% MEA to 50 wt.% MEA while at 353K, these values
decrease by a factor of 3.6 (3.4) times. The temperature dependency of the values
of 𝐷CO2

and 𝐷H2S decreases with increasing MEA concentration in the solution. The
same temperature dependency can also be observed in the values of 𝐷water and
𝐷MEA (Fig. 4.5). The slope of the self-diffusivities as a function of temperature in a
10 wt.% solution is 3.0 and 2.7 times higher than 50 wt.% solution for CO2 and H2S,
respectively. Also, the self-diffusivities change significantly for both acid gases from
40 wt.% solution to 30 wt.%, especially at low temperatures. However, the changes
in the self-diffusivities of both acid gases are not as significant from 50 wt.% to 40
wt.%. For example, the value of 𝐷H2S at 293K increases by 2.2 times from 40 wt.%
solution to 30 wt.% solution while it only increases by a factor of 1.7 from 50 wt.%
to 40 wt.%. This effect of MEA concentration on the self-diffusivities decreases
with the increasing temperature as the value of 𝐷H2S increases 1.5 times both from
40 wt.% to 30 wt.% and from 50 wt.% to 40 wt.% at 353K. For CO2, water
and MEA, there is also a significant effect of concentration on the self-diffusivities
from 30 wt.% MEA/water solution to 20 wt.% MEA/water solution (Fig. 4.4(a) and
Fig. 4.5). We fit the values of 𝐷CO2

and 𝐷H2S to an Arrhenius equation using:

𝐷𝑖 = 𝐷0 exp [−
𝐸A
𝑅𝑇] (4.2)

where 𝐷𝑖 is the self-diffusivity of species 𝑖, 𝐷0 is the pre-exponential factor, 𝐸A is the
activation energy for diffusion, 𝑅 is the ideal gas constant, and 𝑇 is the absolute
temperature. Fig. 4.4(b,d) shows the Arrhenius fits of the values of 𝐷CO2

and
𝐷H2S. Table 4.2 shows Arrhenius fit parameters of the values of 𝐷CO2

and 𝐷H2S.
Table 4.2 show that the values of 𝐸A for diffusion for both acid gases increases with
increasing MEA concentration in the solution. This was also indicated by slower acid
gas dynamics (Fig. 4.4) with increasing MEA concentration. We also fit the values
of 𝐷CO2

and 𝐷H2S to the Speedy-Angell power equation [279]:

𝐷𝑖 = 𝐷0 (
𝑇
𝑇𝑠
− 1)

𝑚
(4.3)

where 𝑇𝑠 is the singularity temperature, and the Vogel-Tamann-Fulcher (VTF) equa-
tion [280]:

𝐷𝑖 = exp [ −𝛼𝑇 − 𝛽 − 𝛾] (4.4)
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Table 4.2: Arrhenius equation (Eq. (4.2)) fit parameters (pre-exponential factor (𝐷0) and activation
energy (𝐸A)) and coefficient of determinations (𝑅2) for the values of 𝐷CO2

and 𝐷H2S in MEA/water
solutions with different MEA concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature
range of 293–353 K.

MEA concentration / [wt.%] 𝐷0 / [m2 s−1] 𝐸A / [kJmol−1] 𝑅2

𝐷CO2

10 4.05 × 10−7 12.79 0.989
20 3.98 × 10−7 12.82 0.988
30 6.28 × 10−7 15.23 0.970
40 3.59 × 10−7 15.23 0.947
50 7.77 × 10−7 18.57 0.944

𝐷H2S

10 8.41 × 10−7 15.36 0.985
20 6.76 × 10−7 15.31 0.985
30 9.84 × 10−7 16.86 0.991
40 3.10 × 10−6 21.61 0.991
50 3.48 × 10−6 23.06 0.992

where 𝛼, 𝛽, and 𝛾 are the fit parameters. Tables 4.3 to 4.4 show the Speedy-Angell
power equation and the VTF equation fit parameters for the values of 𝐷CO2

and
𝐷H2S. Fig. 4.6 shows the Speedy-Angell and VTF fits for the values of 𝐷CO2

and
𝐷H2S in aqueous MEA solutions. The pressure and temperature dependent form of
the Speedy-Angell power equation has been shown to be able to predict the CO2
diffusivity in water very accurately [145]. Our results show that the Speedy-Angell
power equation has the highest coefficients of determination (𝑅2) for the values of
𝐷CO2

and 𝐷H2S between the Arrhenius, Speedy-Angell and VTF equations.
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Table 4.3: Speedy-Angell power equation [279] (Eq. (4.3)) fit parameters (𝐷0, 𝑇S and 𝑚) and coeffi-
cient of determinations (𝑅2) for the values of 𝐷CO2

and 𝐷H2S in MEA/water solutions for different MEA
concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature range of 293–353 K.

MEA concentration / [wt.%] 𝐷0 / [m2 s−1] 𝑇S / [K] 𝑚 𝑅2

𝐷CO2

10 1.27 × 10−8 238.84 1.23 0.991
20 1.25 × 10−8 241.44 1.19 0.990
30 8.63 × 10−9 220.23 1.80 0.971
40 4.80 × 10−9 282.68 0.65 0.978
50 4.33 × 10−9 280.31 0.87 0.961

𝐷H2S

10 4.31 × 10−10 120.58 3.57 0.985
20 1.11 × 10−8 245.76 1.36 0.988
30 1.08 × 10−8 258.05 1.26 0.997
40 3.63 × 10−35 0.2031 7.94 0.992
50 6.78 × 10−9 234.98 2.37 0.993

Table 4.4: Vogel-Tamann-Fulcher (VTF) equation [280] (Eq. (4.4)) fit parameters (𝛼, 𝛽, 𝛾) and coeffi-
cient of determinations (𝑅2) for the values of 𝐷CO2

and 𝐷H2S in MEA/water solutions for different MEA
concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature range of 293–353 K.

MEA concentration / [wt.%] 𝛼 𝛽 𝛾 𝑅2

𝐷CO2

10 385.62 161.30 17.08 0.992
20 432.29 151.94 16.97 0.990
30 861.74 101.79 16.04 0.971
40 78.726 254.40 19.28 0.979
50 133.60 243.50 19.22 0.960

𝐷H2S

10 3069.55 -93.855 12.35 0.985
20 367.787 179.11 17.33 0.989
30 300.548 199.11 17.65 0.997
40 208598 -2604.8 -50.49 0.992
50 804.827 150.63 16.46 0.993
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(a)

(c)

(b)

(d)

Figure 4.6: Computed values of (a,c) 𝐷CO2
and (b,d) 𝐷H2S as a function of temperature and MEA

concentration in the solution. The dashed lines represent the fits to (a,b) Speedy-Angell power equation
[279] (Eq. (4.3)) and (c,d) VTF equation [280] (Eq. (4.4)). Color code: black: 10 wt.% MDEA/water;
red: 20 wt.% MDEA/water; blue: 30 wt.% MDEA/water; green: 40 wt.% MDEA/water; orange: 50
wt.% MDEA/water.
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4.3.3. Structure of Aqueous CO2/H2S/MEA Mixtures
Fig. 4.7 shows RDFs of CO2 and H2S with water and MEA molecules as a function
of the MEA concentration in MEA/water solutions. For the MEA concentrations, the
peak positions of CO2-MEA and H2S-MEA RDFs are similar. However, the results
show that the intensity of the first peaks in CO2-MEA and H2S-MEA RDFs increases
with decreasing MEA concentration in the solution. These results indicate that acid
gas-MEA interactions are stronger with respect to the decreasing MEA concentration
in the solutions. In the CO2-water RDF, it can be observed that the first peak gets
widened and more intense with increasing MEA concentration in the solution. In
the H2S-water RDF, the first peak positions do not change while the intensities of
the first peak show a trend of decreasing with increasing MEA concentration in the
solution. These results mainly indicate a weaker interaction betweenH2S and water
molecules with respect to the increase in the concentration of MEA in the solutions.
The second peaks in H2S-water RDFs slightly change position in the solutions with
different MEA concentration. Intensities of the second peak in H2S-water RDF also
change with changing MEA concentration in the solution. The intensity decreases
from 10 to 40 wt.% while it increases from 30 to 40 wt.%. Overall, our results
show that the MEA concentration in aqueous MEA solutions significantly affects the
acid gas-MEA and acid gas-water interactions. The RDFs we computed indicate that
both acid gas-MEA interactions and acid gas-water interactions will become weaker
with increasing MEA concentration in the solution. With weaker interactions with
the surrounding molecules, we would expect that values of 𝐷CO2

and 𝐷H2S increase
with increasing MEA concentration. However, Fig. 4.4 shows that self-diffusivities
decrease significantly with increasing MEA concentration in the solution. This is
because of increased viscosity of the solution with increasing MEA concentration
[273], i.e. self-diffusivities of every molecule type in the solution decrease (Fig. 4.4
and Fig. 4.5) with increasing MEA concentration.
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(a)

(c)

(b)

(d)

Figure 4.7: Radial distribution functions of (a) CO2-MEA, (b) CO2-water, (c) H2S-MEA, and (d) H2S-water
for 10–50 wt.% MEA/water solutions at 293K and 1 bar. Color code: black: 10 wt.% MDEA/water; red:
20 wt.% MDEA/water; blue: 30 wt.% MDEA/water; green: 40 wt.% MDEA/water; orange: 50 wt.%
MDEA/water.
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4.4. Conclusions
We investigated the effect of temperature and MEA concentration on 𝐷CO2

and
𝐷H2S in aqueous MEA solutions. For this purpose, we computed densities of pure
MEA and 30 wt.% MEA/water solutions as a function of temperature and the scaling
factor for point charges of MEA (𝜒). We showed that scaling factor 𝜒 = 0.80 can
be used to obtain a good agreement between molecular simulations and experi-
ments from literature. We validated this scaling factor by computing viscosities and
self-diffusivities of pure MEA and 30 wt.% MEA/water solutions at 293–353 K. The
scaling factor of 𝜒 = 0.80 was validated by comparing the computed and exper-
imental viscosities and the self-diffusivities of pure MEA and 30 wt.% MEA/water
solutions. We computed the values of 𝐷CO2

and 𝐷H2S at infinite dilution, at 293–
353 K and 1 bar, for 10–50 wt.% MEA/water solutions. The results showed that
the values of 𝐷CO2

and 𝐷H2S significantly depends on the MEA concentration in
the solution. It is also shown that the values of 𝐷CO2

are larger than the values
of 𝐷H2S despite molecular weight of CO2 (44.01 gmol

−1) being higher than that of
H2S (34.1 gmol−1).
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Densities, Viscosities, and
Diffusivities of Aqueous
CO2/H2S/MDEA Mixtures

HCO3
-

Exploring self-diffusivities of CO2 and H2S in aqueous MDEA solutions reveals significant tem-
perature and concentration dependencies, demonstrating distinct diffusion behavior due to
the differences in intermolecular interactions of CO2 and H2S. CO2-loaded solutions show de-
creased self-diffusivities with increasing CO2 loading, unlike H2S-loaded solutions that remain
unaffected by the loading of H2S.

This chapter is based on the paper:
H. M. Polat, C. van der Geest, F. de Meyer, C. Houriez, C. Coquelet, T. J. H. Vlugt and O. A. Moultos,
Densities, viscosities, and diffusivities of loaded and unloaded aqueous CO2/H2S/MDEA mixtures: A
molecular dynamics simulation study, Fluid Phase Equilibria, 575, 113913 (2023).
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5.1. Introduction
MDEA is a tertiary amine solvent that is primarily used in gas treating applications
for the removal of CO2 and H2S from natural gas streams [7, 281]. Aqueous solu-
tions of MDEA are selective towards H2S compared to CO2 [282, 283]. This makes
them ideal to be used in acid gas removal from natural gas streams as the specifi-
cations for H2S concentration in natural gas is much lower than CO2 concentration.
MDEA has a relatively low vapor pressure, and is thermally stable, enhancing the
regenerability of the solvent in acid gas removal processes [284–286]. As a tertiary
amine, MDEA does not form carbamates with CO2, therefore has a lower energy
requirement in the regeneration (desorption) processes, making it an economically
viable option [287, 288]. The versatility and effectiveness of MDEA in acid gas
capture, coupled with its favorable thermodynamic properties, makes it a preferred
choice in the gas processing industry for achieving strict purity standards in natural
gas production and liquefaction.

In this chapter, the self-diffusion coefficients of CO2 and H2S in aqueous MDEA
solutions are computed for a wide range of temperatures and MDEA concentrations.
To validate the accuracy of the interaction potentials for the aqueous solutions of
acid gases, we first computed self-diffusion coefficients of CO2 and H2S in pure
water. Next, we computed the densities of aqueous MDEA solutions for a tem-
perature range of 288–333 K and an MDEA concentration range of 10–50 wt.%
MDEA and compared our results with experimental data from literature. By intro-
ducing a scaling factor of 0.9 to the point charges of MDEA, we show that we can
accurately compute the density of aqueous MDEA solutions. To validate the force
field selection for MDEA, we compute viscosities of aqueous MDEA solutions for
a temperature range of 288–333 K and an MDEA concentration range of 10–50
wt.% MDEA, and compare the computed viscosities with experimental data from
literature. We further validated the force field for MDEA by computing the self-
diffusion coefficient of MDEA and comparing it with available data from literature.
Next, the self-diffusion coefficients of CO2 and H2S in aqueous MDEA solutions are
computed for a temperature range of 288–333 K and an MDEA concentration range
of 10–50 wt.% MDEA. Using radial distribution functions of the acid gases, water,
and MDEA, we investigated the structural changes in the solutions as a function
of MDEA concentration. Finally, we investigated the diffusivities of the acid gases
and the reaction products from acid gas absorption in aqueous MDEA solutions (bi-
carbonate (HCO –

3 ), bisulfide (SH−), and protonated MDEA (MDEAH+) ions) as a
function of acid gas loading in 50 wt.% MDEA/water solutions at 313K. The accu-
rate knowledge of the self-diffusivities of the reaction products in acid gas loaded
aqueous MDEA solutions is important since this shows how the mass transfer of
these species change with changing acid gas loading [289–292]. Our results will
be helpful in the optimization of an acid gas removal unit of a plant treating natural
gas and biogas, and we anticipate that our study will motivate further research in
computing transport properties of acid gases and the reaction products from acid
gas absorption in aqueous alkanolamine solutions.
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5.2. Simulation Details
All MD simulations in this chapter are performed using LAMMPS (version 2 June
2022) [130] on the DelftBlue supercomputer [293]. The widely used TIP4P/2005
classical force field [94] is used to model water. For CO2 and H2S, we use the TraPPE
force field [90, 294]. For the interactions between water and CO2, we used the
cross-interaction parameters optimized by Orozco et al. [225]. In our simulations,
water, CO2, and H2S are considered nearly-rigid by using strong bond-stretching
and bond-bending potentials. For water, CO2, and H2S molecules, bond-stretching
and bond-bending coefficients are set to 1000 kcal Å−2 and 1000 kcal, respectively
(see Table C.34 and Table C.35 for the functional forms of these potentials). For
the LJ and bonded (bonds, angles, and dihedrals) interactions of MDEA, MDEAH+,
HCO –

3 , and SH – , the OPLS-AA force field [88, 89] is utilized. We used two sets of
parameters for the N–C–C–O dihedral of MDEA as the parameters for this dihedral
are not available in the OPLS-AA force field: (1) the parameters from Cornell et al.
[295] and (2) the parameters from Orozco et al. [296]. The difference in the devel-
opment of the parameters from Cornell et al. [295] and Orozco et al. [296] is that
the first one was parameterized for proteins, nucleic acids, and organic molecules,
while the latter was parameterized for alkanolamines by adjusting the densities,
vapor pressures, excess enthalpies, and viscosities of six different alkanolamines
which is more relevant to the system of our interest.

The point charges of MDEA, MDEAH+, HCO –
3 , and SH– molecules are computed

using quantum chemical calculations performed with Gaussian09 [78] with the 6-
311+G(2d,2p) basis set at the second order Møller-Plesset perturbation (MP2) [70]
level of theory, by means of a Natural bond orbital (NBO) analysis [297, 298]. To
obtain accurate densities for aqueous MDEA solutions, the point charges of MDEA
molecules are scaled by 0.9 after comparison with experimental data from litera-
ture, in line with the previous work on the effect of the scaled charges on transport
properties of molecules/ions [194, 270, 299–301]. Note that the charge scaling
factor validated for aqueous alkanolamine solutions can be used to obtain accu-
rate densities and viscosities of pure alkanolamine solutions as we showed in our
previous study [5]. To obtain accurate densities and viscosities for CO2/H2S-loaded
aqueous MDEA solutions, we scaled the point charges of the reaction products from
CO2 (MDEAH

+ and HCO –
3 ) and H2S (MDEAH

+ and SH – ) absorption by 0.90 and
0.75, respectively. The point charges of water, CO2, and H2S are not scaled. For
this purpose, we use a scaling factor 𝜒𝑖𝑗, where 𝑖 shows the parameter that is scaled
and 𝑗 represents the specific interaction or molecule for the scaling. For example,
a scaling factor of 𝜒𝑞MDEA = 0.9 means that the point charges of MDEA molecule
were scaled (multiplied) by 0.9. Note that there are more fundamental methods
to adjust the point charges (and therefore the dipole moment) of the molecules
with point charges computed by quantum chemistry such as the Quantum Mechan-
ical Bespoke approach [302], the Polarization-Consistent Approach [302], and the
Self-Consistent Electrostatic Embedding approach [303]. However, in this chapter,
we adopted scaling the point charges of the molecules as it has shown to pro-
duce accurate self-diffusivities [148, 162, 301, 304–306] and to be consistent with
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Table 5.1: Number of MDEA and water molecules in MD simulations for different concentrations of MDEA
in aqueous MDEA solutions. The average simulation box sizes are computed at 313K and 1 bar.

MDEA
concentration /

[wt.%]

Number of MDEA
molecules

Number of water
molecules

Average box size /
[Å]

0 0 700 27.6
10 12 688 28.4
20 25 675 29.4
30 43 657 30.1
40 64 636 31.5
50 92 608 32.6

our previous work [301]. All force field parameters are tabulated in Appendix C
(Appendices C.1.3, C.3, C.4.2, C.5.2, C.6, C.8.3 and C.9.3).

The LJ interactions of unlike atom types are computed using the Lorentz-Berthelot
mixing rules [82] unless specified otherwise. In all MD simulations, the LJ interac-
tions are truncated at 12Å and analytic tail corrections [83] are applied to energies
and pressures. Electrostatic interactions are computed using the PPPM method with
a relative precision of 10−5. The 1-4 LJ and electrostatic intramolecular interactions
are scaled by a factor of 0.5 [88, 89].

The initial configurations for MD simulations were generated by randomly insert-
ing molecules in a cubic simulation box with a size of 45–55 Å, depending on the
MDEA concentration in the solution. The number of molecules of water and MDEA
for all systems studied are shown in Table 5.1. The composition of the simulation
box for the acid gas-loaded 50 wt.% MDEA/water solutions at 313K is computed
using CASpy [5], an open-source software for computing speciation at reaction
equilibrium that we recently developed (Chapter 3). To this purpose, we followed
the procedure explained in ref. [5] and computed the composition in CO2-loaded 50
wt.% MDEA/water solutions and H2S-loaded 50 wt.% MDEA/water solutions using
the correlations for experimental reaction equilibrium constants reported by Plakia
et al. [212]. The compositions of the simulation box of of CO2-loaded 50 wt.%
MDEA/water solution and H2S-loaded 50 wt.% MDEA/water solutions at 313K are
reported in Table 5.2 and Table 5.3, respectively.

To compute the self-diffusivities of CO2 (𝐷CO2
) or H2S (𝐷H2S), two solute molecules

are used to improve statistics. Although two molecules of free CO2 or H2S are higher
than the solubility of CO2 or H2S in the aqueous MDEA solutions [5], we did not
encounter any agglomeration of these species in the time period of our MD sim-
ulations. Note that the computed self-diffusion coefficients of the acid gases are
practically equal to transport diffusion coefficients since CO2 and H2S are at the
infinite dilution limit [307]. We start the MD simulations with an equilibration stage
of 0.5 ns with a timestep of 1 fs in the NPT ensemble. The Nosé-Hoover thermostat
(with a coupling constant of 10 fs) and barostat (with a coupling constant of 1000 fs)
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Table 5.2: Number of MDEA, HCO –
3 , MDEAH+, and water molecules in CO2-loaded 50 wt.%MDEA/water

solutions at 313K as a function of CO2 loading in the solution. To compute the self-diffusivities of CO2,
we also have two molecules of CO2 in the solution. In these simulations, the point charges of MDEA are
scaled by 0.9, and the point charges of MDEAH+ and HCO –

3 are scaled by either 0.9 or 0.75. The point
charges of CO2 and water are not scaled. The average simulation box sizes are computed at 313K and
1 bar.

CO2 loading / [molCO2 mol
−1
MDEA] 0.01 0.1 0.5 1.0

𝑁MDEA (molar mass = 119.163 gmol−1) 150 205 153 29
𝑁HCO−3

(molar mass = 61.02 gmol−1) 1 21 148 272
𝑁MDEAH+ (molar mass = 120.17 gmol−1) 1 21 148 272
𝑁H2O (molar mass = 18.02 gmol

−1) 1000 1500 2000 2000
Average box size / [Å] 38.5 44.3 49.8 50.9

Table 5.3: Number of MDEA, SH– , MDEAH+, and water molecules in H2S-loaded 50 wt.% MDEA/water
solutions at 313K as a function of H2S loading in the solution. In these simulations, the point charges
of MDEA are scaled by 0.9, and the point charges of MDEAH+ and SH – are scaled by either 0.9 or 0.75.
To compute the self-diffusivities of H2S, we also have two molecules of H2S in the solution. The point
charges of H2S and water are not scaled. The average simulation box sizes are computed at 313K and
1 bar.

H2S loading / [molH2S mol
−1
MDEA] 0.01 0.1 0.5 1.0

𝑁MDEA (molar mass = 119.163 gmol−1) 224 203 156 48
𝑁SH−(molar mass = 33.07 gmol−1) 2 23 146 254
𝑁MDEAH+ (molar mass = 120.17 gmol−1) 2 23 146 254
𝑁H2O (molar mass = 18.02 gmol

−1) 1500 1500 2000 2000
Average box size / [Å] 44.0 44.2 49.3 49.9

are used to maintain constant temperature and pressure, respectively. Consecu-
tively, another equilibration stage of 1 ns with a timestep of 1 fs is performed in the
NVT ensemble. Finally, production runs of 20 ns are performed in the NVE ensemble
to compute all properties of interest.

The OCTP plugin [257] in LAMMPS is used to compute viscosities, self-diffusivities,
and center-of-mass radial distribution functions (RDFs). The OCTP plugin [257]
computes transport properties with the order-n [82, 308] algorithm using Einstein
relations. The center-of-mass RDFs computed by the OCTP plugin are corrected for
finite-size effects [257]. For details about these computations the reader is referred
to Ref. [257]. In this chapter, all reported self-diffusivities are corrected for finite-
size effects using Eq. (4.1) [258–261]. Note that the computed viscosities do not
show any finite-size effects [258, 259, 309]. The standard deviations for densities,
viscosities, and self-diffusion coefficients are computed from seven independent
simulations each one starting from a different initial configuration. The average
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and the uncertainties of the RDFs shown in this chapter are computed from five
independent simulations. To quantify the agreement between the computed values
(of density, viscosity, and diffusivity) and experimental values from literature, the
coefficient of determination (𝑅2) scores are computed using:

𝑅2 = 1 −
∑𝑛𝑖=1(𝑦𝑖,exp − 𝑦𝑖,sim)2

∑𝑛𝑖=1(𝑦𝑖,exp − �̄�exp)2
(5.1)

where 𝑛 is the number of data points, 𝑦𝑖,exp is the experimental value from lit-
erature, 𝑦𝑖,sim is the computed value, and �̄�exp is the arithmetic average of the
experimental values from literature. An 𝑅2 score of 1 means that the agreement
between simulations and experiments is perfect.

5.3. Results and Discussion
5.3.1. Densities and Viscosities of Aqueous MDEA Solutions
To validate the force fields for water, CO2, and H2S, we first compute the values
of 𝐷CO2

and 𝐷H2S in pure water. Fig. 5.1 shows the comparison between the
computed and experimental [310, 311] self-diffusivities 𝐷CO2

and 𝐷H2S in pure
water as a function of temperature. Our results show that the computed values
of 𝐷CO2

and 𝐷H2S in pure water are in excellent agreement with the experimental
results from literature [310, 311] as the maximum deviations are 12% and 10% for
𝐷CO2

and 𝐷H2S, respectively. This shows that the force fields chosen for CO2, H2S,
and water accurately describe the interactions in aqueous solutions of CO2 and H2S.

Therefore, we proceeded with investigating the accuracy of the OPLS-AA force
field [88, 89] (with point charges computed by quantum chemistry calculations)
for MDEA. We used two different sets of parameters for N–C–C–O dihedrals of
MDEA molecule as the parameters for this dihedral are not available in the OPLS-
AA force field: (1) from Cornell et al. [295], and (2) from Orozco et al. [296].
The main difference between these two sets of parameters for N–C–C–O dihedral
is that the parameters from Cornell et al. [295] was developed for proteins, nu-
cleic acids, and organic molecules, while the parameters from Orozco et al. [296]
was developed for alkanolamines. Note that the dihedral reported by Orozco et
al. [296] is ca. 2.5 times stiffer than the dihedral reported by Cornell et al. [295]
(Fig. 5.2). We computed the densities of aqueous MDEA solutions as a function of
temperature and MDEA concentration in the solution using 𝜒𝑞MDEA = 1.0. Fig. 5.3
shows the comparison between the computed and experimental [310] densities of
aqueous MDEA solutions. Our results show that the computed densities are signif-
icantly overestimated and the deviations between the computed and experimental
densities increase with increasing MDEA concentration in the solution. As it has
been shown that the point charges computed using quantum chemical calculations
typically overestimate electrostatic interactions and the scaled point charges pro-
vide a better representation of the potential energy surface of the molecules/ions
[190, 263, 266, 267, 269, 270, 312], we scaled the point charges of MDEA by 0.9
(𝜒𝑞MDEA = 0.9).
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(a)

(b)

Figure 5.1: Computed and experimental [310, 311] values of (a) 𝐷CO2
and (b) 𝐷H2S in pure water as a

function of temperature at 1 bar. The self-diffusivities are corrected for finite-size effects using Eq. (4.1).
For CO2 and H2S, TraPPE [90, 294] force field (Appendices C.3 and C.4.2) is used while the TIP4P/2005
[94] force field (Appendix C.1.3) is used for water.
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Figure 5.2: Dihedral potential energy as a function of dihedral angle for N–C–C–O dihedral in MDEA. The
red curve represent the dihedral potential from Cornell et al. [295] (Table C.36) while the black curve
represent the dihedral potential from Orozco et al. [296] (Table C.37).
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Figure 5.3: Computed and experimental [310] densities of aqueous MDEA solutions as a function of
temperature at 1 bar. Note that the point charges of MDEA are not scaled, i.e. 𝜒𝑞MDEA = 1 and the
parameters from Cornell et al. [295] are used for the N–C–C–O dihedral in MDEA (Table C.36). Dashed
lines represent experimental results from Al-Ghawas et al. [310].
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Fig. 5.4 shows the computed and experimental densities of aqueous MDEA solu-
tions (with 𝜒𝑞MDEA = 0.9) for the temperature range 288–333 K at 1 bar. Our results
show that the computed densities using both sets of parameters for the N–C–C–O
dihedral agree very well with the experimental densities from literature [310] with
a maximum deviation of 1.3%. The deviation between the experimental data and
the computed densities using the parameters from Cornell et al. [295] is 0.1–0.5%
(Fig. 5.4(a)), while the respective deviation is between 0.2–1.3% when the pa-
rameters from Orozco et al. [296] are used (Fig. 5.4(b)). The deviations between
simulated and experimental densities from literature for both dihedral parameters
are larger than the standard errors as the standard errors for calculated values of
densities are ca. 0.05%. For the dihedral parameters from Orozco et al. [296],
the difference between the computed and experimental densities increases with in-
creasing MDEA concentration in the solution. As the densities computed using both
set of parameters are in excellent agreement (with a maximum deviation of 1.3%)
with experimental data from literature [310], we computed viscosities of aqueous
MDEA solutions and compared them with available data from literature.

Fig. 5.4(c) and Fig. 5.4(d) show the comparison between the computed (us-
ing the same two dihedral parameters discussed earlier) and experimental [310]
viscosities of aqueous MDEA solutions for an MDEA concentration range of 10–50
wt.% MDEA and a temperature range of 288–333 K. Our results show that the
viscosities computed using both set of parameters for N–C–C–O dihedral underes-
timate experimental [310] viscosities of aqueous MDEA solutions. The viscosities
computed using the parameters from Orozco et al. [296] underestimate experi-
mental results [310] (average absolute deviation of 8.4%) less as the density of
aqueous MDEA solutions are higher (due to the 2.5 times stiffer N–C–C–O dihedral,
see Fig. 5.2) compared to the ones obtained using the parameters from Cornell et
al. [295] (average absolute deviation of 13.3%). Note that the average absolute
deviation for the viscosities computed using the dihedral parameters from Cornell
et al. [295] are larger than the average standard error of 8.3% while the average
standard error for viscosities computed using the dihedral parameters from Orozco
et al. [296] (8.7%) is slightly higher than the average absolute deviation between
simulations and experimental values from literature. To quantify the agreement
between the simulations and experimental values from literature, we also com-
puted the 𝑅2 scores. Our findings show that the viscosities computed using the
parameters from Cornell et al. [295] for the N–C–C–O dihedral of MDEA and ex-
perimental results [310] have an 𝑅2 of 0.88, while the 𝑅2 score of the viscosities
computed using N–C–C–O dihedral parameters optimized by Orozco et al. [296]
and experimental results [310] is 0.98. Indicatively, the viscosities computed using
the N–C–C–O dihedral parameters from Cornell et al. [295] are between 0.6–1.4
mPa s and 2.4–10.7 mPa s at 288–333 K for 10 wt.% MDEA/water and 50 wt.%
MDEA/water solutions, respectively. The viscosities computed using the N–C–C–
O parameters from Orozco et al. [296] vary between 0.6–1.7 mPa s and 2.7–13.6
mPa s at 288 – 333 K for 10 wt.% MDEA/water and 50 wt.% MDEA/water solutions,
respectively. For the same temperature range, experimental viscosities [310] are
between 0.6–1.7 mPa s and 2.7–14.9 mPa s for 10 wt.% MDEA/water and 50 wt.%
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(a)

(c)

(b)

(d)

Figure 5.4: Computed and experimental [310] (a,b) densities and (c,d) viscosities of aqueous MDEA
solutions as a function of temperature at 1 bar. (a,c) show the densities and viscosities computed using
the parameters from Cornell et al. [295] for N–C–C–O dihedral of MDEA (Table C.36); (b,d) show the
densities and viscosities computed using the N–C–C–O dihedral parameters from Orozco et al. [296]
(Table C.37). Note that the point charges of MDEA are scaled with 0.9, i.e. 𝜒𝑞MDEA = 0.9. Dashed lines
represent experimental results from Al-Ghawas et al. [310]. Color code: black: 10 wt.% MDEA/water;
red: 20 wt.% MDEA/water; blue: 30 wt.% MDEA/water; green: 40 wt.% MDEA/water; orange: 50
wt.% MDEA/water.

MDEA/water solutions, respectively. Both the 𝑅2 scores and deviations from exper-
iments show that the simulations agree well with experiments from literature when
the parameters from Orozco et al. [296] for N–C–C–O dihedral are used to predict
viscosities of aqueous MDEA solutions.

5.3.2. Diffusivities of MDEA, CO2, and H2S in Aqueous
MDEA Solutions

We further investigate the transport properties of aqueous MDEA solutions by com-
puting the self-diffusion coefficients of MDEA (𝐷MDEA) in the solution. Fig. 5.5
shows the values of 𝐷MDEA computed using the two different sets of parameters
for N–C–C–O dihedral for MDEA concentrations in the range of 10-50 wt.%, and
the comparison with experimental data from Snijder et al. [313] and MD simulation
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data from Yiannourakou et al. [7] (with the PCFF+ force field reported in ref [314])
for 30 wt.% MDEA/water solutions. As expected, our data show that 𝐷MDEA de-
creases with increasing MDEA concentration in the solution (Fig. 5.5). The values
of 𝐷MDEA in the 10 wt.% MDEA/water solution is ca. 3–9 and 3–6 times higher
compared to the 50 wt.% MDEA/water solution for the values computed using the
parameters from Cornell et al. [295] and Orozco et al. [296], respectively, for the
temperature range 288–333 K. Fig. 5.5(a) shows that the values of 𝐷MDEA com-
puted using the parameters from Cornell et al. [295] for the N–C–C–O dihedral
are in agreement with the experimental results from Snijder et al. [313] and com-
putational results from Yiannourakou et al. [7] (with an 𝑅2 score of 0.80) for 30
wt.% MDEA/water solutions except for the data point at 333K. The value of 𝐷MDEA
computed using the parameters from Cornell et al. [295] for N–C–C–O dihedral is
7.94 × 10−10m2 s−1 at 333K while the experimental value for the same temperature
is 9.2 × 10−10m2 s−1. As shown in Fig. 5.5(b), the values of 𝐷MDEA computed using
the parameters from Orozco et al. [296] agree very well with the experimental and
MD data from literature [7, 313] (𝑅2 = 0.94). The values of 𝐷MDEA computed using
the optimized N–C–C–O dihedral parameters from Orozco et al. [296] are between
3.92 × 10−10–8.89 × 10−10 m2 s−1 in 30 wt.% MDEA/water solution at 303–333 K,
while the experimental values [313] for the same temperature range and solution
vary between 4.6 × 10−10–9.2 × 10−10 m2 s−1. This shows that the N–C–C–O dihe-
dral parameters from Orozco et al. [296] perform better than the ones by Cornell
et al. [295]. Based on the force field validation for the densities (Fig. 5.4(a,b)),
viscosities (Fig. 5.4(c,d)) and 𝐷MDEA, we hereafter adopt the parameters by Orozco
et al. [296] for the N–C–C–O dihedral MDEA to compute the diffusivities of the acid
gases in aqueous MDEA solutions.

Interestingly, MDEA diffuses slightly faster in 30 wt.% MDEA/water solutions
at 333K (𝐷MDEA = 8.89 × 10−10m2 s−1) compared to MEA in 30 wt.% MEA/water
solutions (𝐷MEA = 7.54 × 10−10m2 s−1) from our previous study [301] despite the
similar viscosities of both solutions (1.1mPa s for 30 wt.% MDEA/water solutions
while 1.2mPa s for 30 wt.% MEA/water solutions [301] at 333K). Although one
would expect the opposite since MEA is smaller and lighter than MDEA (molar
masses of MDEA and MEA are 119.163 gmol−1 and 61.08 gmol−1, respectively),
comparing solutions with same alkanolamine weight percentages may be mislead-
ing as the mole fractions of these components in these solutions are quite different
(mole fraction of MDEA (𝑋MDEA) = 0.06 in 30 wt.% MDEA/water solution while mole
fraction of MEA (𝑋MEA) = 0.11 in 30 wt.% MEA/water solution). Fig. 5.6 compares
𝐷MDEA and 𝐷MEA [301] for similar mole fractions of alkanolamine (𝑋MDEA = 0.13
in 50 wt.% MDEA/water vs. 𝑋MEA = 0.11 in 30 wt.% MEA/water solution) in the
solution as a function of temperature. Compared to a similar mole fraction of MDEA
in MDEA/water solutions, MEA molecules diffuse ca. 2–4 times faster in 30 wt.%
MEA/water solutions than MDEA molecules in 50 wt.% MDEA/water solutions for a
temperature range of 288–333 K.
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(a)

(b)

Figure 5.5: Computed and experimental [7, 313] self-diffusivities 𝐷MDEA in aqueous MDEA solutions
as a function of temperature at 1 bar. (a) shows the values of 𝐷MDEA computed using the parameters
from Cornell et al. [295] for N–C–C–O dihedral of MDEA while (b) shows the values of 𝐷MDEA computed
using the N–C–C–O dihedral from Orozco et al. [296]. Note that the point charges of MDEA are scaled
by 0.9, i.e. 𝜒𝑞MDEA = 0.9, and all self-diffusivities are corrected for finite-size effects using Eq. (4.1).
Dashed lines represent experimental results in 30 wt.% MDEA/water solutions from Snijder et al. [313]
(purple) and simulation results from Yiannourakou et al. [7] (brown).
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Figure 5.6: Comparison between the computed values of 𝐷MDEA in 50 wt% MDEA/water solution and
𝐷MEA in 30 wt.% MEA/water solution [5] as a function of temperature at 1 bar. The self-diffusivities are
corrected for finite-size effects using Eq. (4.1). The point charges of MDEA and MEA [5] are scaled by
0.9 and 0.8, respectively. We compare the values of 𝐷MDEA in a 50 wt% MDEA/water solution and the
values of 𝐷MEA in a 30 wt.% MEA/water solution because MDEA and MEA have similar mole fractions
in these solutions (𝑋MDEA = 0.13 in 50 wt.% MDEA/water solutions and 𝑋MEA = 0.11 in 30 wt.%
MEA/water solutions).
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We compute the values of 𝐷CO2
and 𝐷H2S as a function of MDEA concentration

in the solution and temperature using MD simulations. Fig. 5.7 shows the simulation
results and comparisons with the available experimental data from literature [310].
To the best of our knowledge, no experimental or modeling data on the diffusivity of
𝐷H2S in aqueous MDEA solutions have been reported. Using the CO2/N2O analogy
[55, 56] (by measuring the diffusivity of N2O), Al-Ghawas et al. [310] estimated the
values of 𝐷CO2

to be in the ranges 1.2 × 10−9–3.1 × 10−9 m2 s−1 and 3.8 × 10−10–
1.7 × 10−9 m2 s−1 in 10 wt.% MDEA/water and 50 wt.% MDEA/water solutions, re-
spectively, at temperatures ranging from 288 to 323 K. For the same temperature
range, we computed 𝐷CO2

to be 1.29 × 10−9–2.87 × 10−9 m2 s−1 and 3.54 × 10−10–
9.50 × 10−10 m2 s−1 in 10 wt.% MDEA/water and 50 wt.% MDEA/water solutions,
respectively. This clearly shows that our data are in agreement with the values of
𝐷CO2

estimated using CO2/N2O analogy [310]. Note that Chen et al. [56] inves-
tigated the validity of CO2/N2O analogy by computing the Henry coefficients and
self-diffusivities of CO2 and N2O in water, ethanol, n-heptane, and aqueous MEA
solutions, and concluded that the assumption holds for 30 wt.% MEA/water solu-
tions at 303K. Also, Kohns et al. [57] stated that the analogy is valid for CO2 in
pure water and ethanol, while it is not valid for CO2 in binary mixtures of water
and ethanol. We also compare the computed values of 𝐷CO2

and 𝐷H2S in aqueous
MDEA solutions with the ones in aqueous MEA solutions from our previous study
[301]. Fig. 5.8 shows the comparison of 𝐷CO2

and 𝐷H2S in aqueous MDEA and
aqueous MEA solutions. When solutions with similar mole fractions of MDEA and
MEA are compared, CO2 diffuses ca. 1–3 times slower in aqueous MDEA solutions
than in aqueous MEA solutions. For example, we computed 𝐷CO2

as 5.19 × 10−10–
9.50 × 10−10 m2 s−1 at 298–323 K in 50 wt.% MDEA/water solution while the re-
spective value in 30 wt.% MEA/water solution at the same temperature range is
1.38 × 10−9–2.00 × 10−9 m2 s−1. This is expected since the viscosity of 50 wt.%
MDEA/water solution is ca. 3 times higher than the viscosity of 30 wt.% MEA/water
solution at 298–323 K and the self-diffusivities of solutes depend highly on the vis-
cosity of the solution. The comparison of the self-diffusivities 𝐷H2S in MEA/water
and MDEA/water solutions (Fig. 5.8(b)) shows a similar difference between the two
solutions, i.e. H2S diffuses ca. 2 times faster in 30 wt.% MEA/water solutions than
in 50 wt.% MDEA/water solutions.
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(a)

(b)

Figure 5.7: Computed and experimental [310] (a) self-diffusivities of CO2 and (b) computed self-
diffusivities of H2S in aqueous MDEA solutions as a function of temperature and MDEA concentration
at 1 bar. Note that the point charges of MDEA are scaled with 0.9, i.e. 𝜒𝑞MDEA = 0.9, and all self-
diffusivities are corrected for finite-size effects using Eq. (4.1). The TraPPE force field [90, 294] was
used for CO2 and H2S (Appendices C.3 and C.4.2). In (a), dashed lines represent experimental results
from Al-Ghawas et al. [310]. The color code for dashed lines follows that of symbols.
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(a)

(b)

Figure 5.8: Comparison of (a) self-diffusities of CO2 𝐷CO2
and (b) the self-diffusities of H2S 𝐷H2S in

aqueous MDEA (this study) and MEA [5] solutions as a function of temperature at 1 bar. The self-
diffusivities are corrected for finite-size effects using Eq. (4.1). The point charges of MDEA and MEA [5]
are scaled by 0.9 and 0.8, respectively. Note that due to the difference in the molar weights of MDEA
and MEA, different weight percentages of MDEA and MEA can correspond to a similar molar fraction. For
example, 𝑋MDEA = 0.03 in 20 wt.% MDEA/water solutions while 𝑋MEA = 0.03 in 10 wt.% MDEA/water
solutions.
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As shown in Fig. 5.7, the self-diffusivities 𝐷CO2
in aqueous MDEA solutions are

slightly larger than the self-diffusivities 𝐷H2S at the same conditions. Note that
the differences between the computed values of 𝐷CO2

and 𝐷H2S are statistically
important as the differences are larger than the error bars. H2S diffuses slower
in aqueous MDEA solutions despite its lower molar mass (𝑀H2S = 34.1 gmol−1 vs.
𝑀CO2 = 44.01 gmol−1) compared to CO2 because H2S can form hydrogen bonds
with both water and MDEA molecules [278, 301, 315, 316] and it is a more spherical
molecule than CO2. The values of both 𝐷CO2

and 𝐷H2S decrease with increasing
MDEA concentration in the solution. For example, both CO2 and H2S diffuse ca.
3.5 times faster in 10 wt.% MDEA/water solutions than in 50 wt.% MDEA/water
solutions. Our results also show that the temperature dependency of 𝐷CO2

and
𝐷H2S changes significantly with MDEA concentration in the solution. The slope of
𝐷CO2

(𝐷H2S) as a function of temperature is 2.6 (1.8) times higher in 10 wt.%
MDEA/water solution than in the 50 wt.% MDEA/water solution. The same trend
can also be seen in the values of 𝐷CO2

estimated by Al-Ghawas et al. [310] using
the CO2/N2O analogy.

The temperature dependence of the self-diffusion coefficients can be described
with an Arrhenius equation [5] (Eq. (4.2)), the Speedy-Angell power equation [279]
(Eq. (4.3)), or the VTF equation [280] (Eq. (4.4)). We fit the values of 𝐷CO2

and
𝐷H2S to an Arrhenius equation [5] (Eq. (4.2)), the Speedy-Angell power equation
[279] (Eq. (4.3)), and the VTF equation [280] (Eq. (4.4)) for an MDEA concentration
range of 10 – 50 wt.% MDEA and a temperature range of 288–323 K. The functional
forms of these equations are shown in the Supplementary Material. Tables 5.4
to 5.6 show Arrhenius fit, Speedy-Angell, and VTF equation parameters for 𝐷CO2
and 𝐷H2S. The activation energies for diffusion (𝐸A) for both CO2 and H2S increase
with MDEA concentration in the solution which also indicates slower diffusion of
CO2 and H2S with increasing MDEA concentration (see Table 5.4).

5.3.3. Structure of Aqueous CO2/H2S/MDEA Mixtures
In Fig. 5.9, the center-of-mass RDFs of CO2 and H2S with water and MDEA are
shown at 313K and 1 bar. Our findings show that as the MDEA concentration in
the solution increases, the first and second peaks in both CO2-MDEA and H2S-
MDEA RDFs shift to lower values of intermolecular distance, indicating stronger
interactions between acid gases and MDEA. However, the intensities of the first
peaks in H2S-MDEA RDFs are higher than those of CO2-MDEA RDFs, indicating
stronger H2S-MDEA interactions than CO2-MDEA interactions. The same trend is
observed for the CO2-water and H2S-water RDFs, where the position of the first
and second peaks shift to lower values with increasing MDEA concentration, and
the intensities of the first peaks in H2S-water RDFs are higher than those of CO2-
MDEA RDFs. Overall, these findings suggest that H2S has stronger interactions with
the surrounding molecules (MDEA and water) than CO2. This is probably the reason
why H2S diffuses slower than CO2 in aqueous MDEA solutions (Fig. 5.7).
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Table 5.4: Arrhenius (Eq. (4.2)) fit parameters (pre-exponential factors (𝐷0) and activation energies
(𝐸A)) and coefficients of determinations (𝑅2) for the values of 𝐷CO2

and𝐷H2S in aqueous MDEA solutions
with different MDEA concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature range
of 288–323 K.

MDEA concentration / [wt.%] 𝐷0 / [m2 s−1] 𝐸A / [kJmol−1] 𝑅2

𝐷CO2

10 2.71 × 10−6 18.33 0.991
20 3.51 × 10−5 25.28 0.997
30 4.97 × 10−6 21.02 0.975
40 5.78 × 10−5 28.28 0.981
50 2.25 × 10−6 20.87 0.991

𝐷H2S

10 6.79 × 10−7 15.24 0.976
20 5.59 × 10−6 21.34 0.986
30 2.34 × 10−6 19.70 0.972
40 8.82 × 10−6 23.98 0.988
50 3.04 × 10−6 21.68 0.973

5.3.4. Densities, Viscosities, and Diffusivities of Acid
Gas-Loaded Aqueous MDEA Solutions

The densities, viscosities, and self-diffusivities of the reaction products are of pri-
mary importance in the optimization of the mass transfer in acid gas loaded aqueous
MDEA solutions [289–292]. Here, we investigate the densities, viscosities and self-
diffusivities of CO2 and H2S loaded aqueous MDEA solutions at 313K as this is a
typical temperature in acid gas removal units [42]. We compute the densities of
CO2- or H2S-loaded 50 wt.% MDEA/water solutions at 313K by using two different
scaling factors for the point charges of the reaction products of CO2 absorption
(MDEAH+ and HCO –

3 ) and H2S absorption (MDEAH
+ and SH – ), see Table 5.2 and

Table 5.3: 𝜒𝑞products = 0.90 and 𝜒
𝑞
products = 0.75. Note that for the point charges

of MDEA, we use 𝜒𝑞MDEA = 0.90 in all simulations. Fig. 5.10 shows the compar-
ison between the computed and experimental [317–319] densities of CO2- and
H2S-loaded 50 wt.% MDEA/water solutions at 313K and 1 bar. Our findings show
that the computed densities of CO2-loaded solutions agree well with the experi-
mental data from literature [317] when the point charges of the reaction products
(MDEAH+ and HCO –

3 ) are scaled by 0.90. When the point charges of the reaction
products (MDEAH+ and HCO –

3 ) are scaled by 0.90, the computed densities show
an average absolute deviation of 0.8% and a maximum deviation of 1.2%. When
a scaling factor of 0.75 is used for the point charges of MDEAH+ and HCO –

3 , the
computed densities of CO2-loaded solutions agree less well with the experimental
data [317] with an average absolute deviation of 1.3% and a maximum deviation of
3%. However, following the trend in experimental densities of CO2-loaded solutions
in Fig. 5.10, it is clear that a scaling factor of 0.9 for the reaction products results
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Table 5.5: Speedy-Angell power equation [279] (Eq. (4.3)) fit parameters (𝐷0, 𝑇S and𝑚) and coefficient
of determinations (𝑅2) for the values of 𝐷CO2

and 𝐷H2S in aqueous MDEA solutions for different MDEA
concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature range of 288–323 K.

MDEA concentration / [wt.%] 𝐷0 / [m2 s−1] 𝑇S / [K] 𝑚 𝑅2

𝐷CO2

10 3.07 × 10−28 0.710 7.14 0.992
20 3.36 × 10−47 0.045 9.84 0.999
30 1.30 × 10−8 238.659 1.82 0.979
40 5.80 × 10−46 0.155 10.98 0.984
50 4.31 × 10−9 205.738 2.70 0.992

𝐷H2S

10 7.78 × 10−9 263.827 0.82 0.989
20 1.30 × 10−8 252.324 1.49 0.991
30 7.27 × 10−9 265.252 1.04 0.985
40 1.51 × 10−35 0.537 9.32 0.989
50 4.34 × 10−9 273.395 0.91 0.995

in more accurate computed densities than a scaling factor of 0.75 at CO2 loading of
1 molCO2 mol

−1
amine. The computed densities of H2S-loaded 50 wt.% MDEA/water

solutions have average absolute deviations of 3.6% and 1%, and maximum devia-
tions of 4.3% and 2% when scaling factors of 𝜒𝑞products = 0.90 and 𝜒

𝑞
products = 0.75

are used, respectively. Our findings show that a scaling factor of 𝜒𝑞products = 0.90
results in accurately predicted densities for CO2-loaded 50 wt.% MDEA/water solu-
tions, while the computed densities of H2S-loaded solution have a better agreement
with the experimental data [318, 319] when a scaling factor of 𝜒𝑞products = 0.75 is
used.

We compute the viscosities of CO2 and H2S-loaded 50 wt.% MDEA/water solu-
tions at 313K and 1 bar using two different scaling factors for the point charges of
reaction products from CO2 and H2S absorption, 𝜒𝑞products = 0.90 and 𝜒

𝑞
products =

0.75, and compared the computed viscosities with experimental data from literature
[318–320]. Fig. 5.11 shows the comparison between the computed and experimen-
tal [318–320] viscosities of acid gas-loaded 50 wt.% MDEA/water solutions at 313K
and 1 bar. For CO2-loaded solutions, our findings show that the computed viscosi-
ties agree well with the experimental data from Pinto et al. [320] when a scaling
factor of 𝜒𝑞products = 0.90 is used, capturing the increasing viscosity of the solutions
with increasing CO2 loading. However, the computed viscosities are significantly
underestimated when 𝜒𝑞products = 0.75 is used, especially at high CO2 loadings.
The computed viscosities of H2S-loaded 50 wt.% MDEA/water solutions agree well
when a scaling factor of 𝜒𝑞products = 0.75, while a scaling factor of 𝜒

𝑞
products = 0.90

results in significant overestimation of the computed viscosities. Our simulations
also capture the effect of slightly decreasing viscosity of the solutions with increas-
ing H2S loading. Therefore, we decided to compute the self-diffusivities of free
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Table 5.6: Vogel-Tamann-Fulcher (VTF) equation [280] (Eq. (4.4)) fit parameters (𝛼, 𝛽, 𝛾) and coeffi-
cient of determinations (𝑅2) for the values of 𝐷CO2

and 𝐷H2S in aqueous MDEA solutions for different
MDEA concentrations. The values of 𝐷CO2

and 𝐷H2S were fitted for a temperature range of 288–323 K.

MDEA concentration / [wt.%] 𝛼 𝛽 𝛾 𝑅2

𝐷CO2

10 1.88 × 104 −5.92 × 102 −9.30 × 10−1 0.992
20 9.02 × 105 −5.02 × 103 −1.49 × 102 0.999
30 3.67 × 102 1.91 × 102 1.73 × 101 0.979
40 3.01 × 108 −9.18 × 104 −3.25 × 103 0.988
50 1.14 × 103 1.01 × 102 1.57 × 101 0.992

𝐷H2S

10 1.19 × 102 2.28 × 102 1.86 × 101 0.990
20 2.97 × 102 2.03 × 102 1.76 × 101 0.991
30 1.44 × 102 2.31 × 102 1.88 × 101 0.986
40 3.36 × 106 −1.02 × 104 −2.98 × 102 0.989
50 1.03 × 102 2.46 × 102 1.95 × 101 0.995

CO2, MDEAH
+, and HCO –

3 in CO2-loaded 50 wt.% MDEA/water solutions using a
scaling factor of 𝜒𝑞products = 0.90, while using a scaling factor of 𝜒

𝑞
products = 0.75 for

the MD simulations of H2S-loaded solutions. The reason for scaling down the point
charges of the reaction products of H2S absorption (MDEAH

+ and SH– ) to a greater
extent compared to those of the reaction products of CO2 absorption (MDEAH

+

and HCO –
3 ) may be attributed to quantum chemistry calculations overestimating

the electrostatic interactions of SH – ion more than the electrostatic interactions of
HCO –

3 ion. This may be due to the greater polarity of SH– ion compared to the
HCO –

3 ion.
Fig. 5.12 shows the computed self-diffusivities of free CO2, free H2S, and the

reaction products of CO2 or H2S absorption in 50 wt.% MDEA/water solutions at
313K and 1 bar. To the best of our knowledge, the data of self-diffusivities of the
reaction products in CO2 or H2S loaded aqueous MDEA solutions reported here are
the first in literature. For CO2-loaded aqueous MDEA solution, our results show that
for free CO2, HCO

–
3 , and MDEAH+, the self-diffusivities show a decreasing trend

with increasing CO2 loading. For all species, the self-diffusivities in CO2-loaded
50 wt.% MDEA/water solutions decrease by ca. 50% from a CO2 loading of 0.01
molCO2 mol

−1
amine to 1 molCO2 mol

−1
amine. This is expected since the viscosities of the

CO2-loaded solutions increase with increasing CO2 loading (Fig. 5.11(a)). However,
the self-diffusivities of free H2S, SH

– , and MDEAH+ are not affected by the changes
in H2S loading. The self-diffusivities of H2S and H2S related reaction products also
follow the same trend as the viscosities of H2S-loaded 50 wt.% MDEA/water solu-
tions (Fig. 5.11(b)) and the viscosities of H2S-loaded solutions also showed minimal
change with changing H2S loading. Our results indicate that the absorption of CO2
slows down with increasing CO2 loading whereas the absorption of H2S does not
exhibit the same behavior. This may be due the linear shape of the SH– ion (as op-
posed to the spherical HCO –

3 ion) and a speculative proposition: a proton hopping
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(a)

(c)

(b)

(d)

Figure 5.9: Radial distribution functions of (a) CO2–water, (b) CO2–MDEA, (c) H2S–water, and (d) H2S–
MDEA at 313K and 1 bar. For water, the TIP4P/2005 force field [94] (Appendix C.1.3) was used while
for MDEA, we used OPLS-AA force field [88, 89] with point charges computed from quantum chemistry
(Appendix C.8.3). Note that the point charges of MDEA are scaled by 0.9, i.e. 𝜒𝑞MDEA = 0.9. For CO2
and H2S, the TraPPE force field [90, 294] (Appendices C.3 and C.4.2) was used.

mechanism between SH – and H2S molecules where there is a proton exchange
between the ion and the molecule [321–323].
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Figure 5.10: Densities of acid-gas loaded 50 wt.% MDEA/water solutions as a function of acid gas
loading at 313K and 1 bar. The orange dashed line represents experimental densities of CO2-loaded
50 wt.% MDEA solutions from Weiland et al. [317], while the purple and brown dashed lines represent
experimental densities of H2S-loaded 50 wt.% MDEA/water solutions from Shoukouhi et al. [318] and
Rinker et al. [319], respectively. Note that the point charges of MDEA are scaled by 0.9, i.e. 𝜒𝑞MDEA =
0.9. The point charges of the reaction products of CO2 absorption (MDEAH+ and HCO –

3 ) and H2S
absorption (MDEAH+ and SH– ) are scaled by either 0.9 or 0.75, i.e. 𝜒𝑞products = 0.9 or 𝜒

𝑞
products = 0.75.

For CO2 and H2S, the TraPPE force field [90, 294] (Appendices C.3 and C.4.2) was used.
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(a)

(b)

Figure 5.11: Comparison of the computed and experimental [318–320] viscosities of (a) CO2-loaded
and (b) H2S-loaded 50 wt.% MDEA/water solutions as a function of acid gas loading at 313K and 1 bar.
Note that the point charges of MDEA are scaled with 0.9, i.e. 𝜒𝑞MDEA = 0.9. The point charges of the
reaction products of CO2 absorption (MDEAH

+ and HCO –
3 ) and H2S absorption (MDEAH

+ and SH – ) are
scaled by either 0.9 or 0.75, i.e. 𝜒𝑞products = 0.9 or 𝜒

𝑞
products = 0.75. For CO2 and H2S, the TraPPE force

field [90, 294] (Appendices C.3 and C.4.2) was used.
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(a)

(b)

Figure 5.12: Self-diffusivities of free acid gases and the reaction products from acid gas absorption in
(a) CO2-loaded and (b) H2S-loaded 50 wt.% MDEA/water solutions as a function of acid gas loading at
313K and 1 bar. Note that the point charges of MDEA are scaled with 0.9, i.e. 𝜒𝑞MDEA = 0.9. The point
charges of the reaction products of CO2 absorption (MDEAH

+ and HCO –
3 ) and H2S absorption (MDEAH

+

and SH – ) are scaled by 0.9 and 0.75, respectively. All self-diffusivities are corrected for finite-size effects
using Eq. (4.1). For CO2 and H2S, the TraPPE force field [90, 294] (Appendices C.3 and C.4.2) was used.
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5.4. Conclusions
In this chapter, the effects of temperature and MDEA concentration in aqueous
MDEA solutions on the values of the self-diffusivities 𝐷CO2

and 𝐷H2S were investi-
gated using classical MD simulations. First, we computed the densities of aqueous
MDEA solutions for a temperature range of 288–333 K and an MDEA concentration
of 10 – 50 wt.% MDEA using two different sets of parameters for the N–C–C–O dihe-
dral in MDEA, showing excellent agreement with experimental data from literature.
We also computed the viscosities of aqueous MDEA solutions and showed that the
computed viscosities agree well with experimental results from literature when the
dihedral parameters from Orozco et al. [296] and a point charge scaling factor of 0.9
for MDEA are used. To validate that the diffusion of MDEA molecules are accurately
captured in the MD simulations, we computed 𝐷MDEA in aqueous MDEA solutions
for a wide range of temperatures and MDEA concentrations and compared our data
with available data in literature, showing a good agreement. Next, we computed
𝐷CO2

and 𝐷H2S in aqueous MDEA solutions. Our findings showed that both CO2
and H2S diffuse 3.5 times faster in 10 wt.% MDEA/water solutions than in 50 wt.%
MDEA/water solutions and H2S diffuse slower than CO2 in aqueous MDEA solutions.
We also investigated the RDFs between CO2, H2S, water, and MDEA molecules
and showed that the interactions between H2S and the surrounding molecules are
stronger than those between CO2 and the surrounding molecules which explains
why H2S diffuse slower than CO2 in these solutions. Our results also showed that
the interactions between the acid gases and surrounding molecules are stronger
with increasing MDEA concentration in the solution. Finally, we investigated the
impact of acid gas loading on the densities, viscosities and self-diffusivities (of acid
gases and reaction products) in 50 wt.% MDEA/water solutions at 313K and 1 bar.
The densities, viscosities, and self-diffusivities in the acid gas loaded aqueous MDEA
solutions are important for the modeling of the mass transfer in loaded solutions.
Comparing the computed densities and viscosities of CO2 and H2S-loaded solutions
with experimental data from literature showed that two different point charge scal-
ing factors are needed to accurately compute the densities and viscosities of acid
gas-loaded aqueous MDEA solutions. When a scaling factor of 0.90 for the point
charges of reaction products of CO2 absorption (MDEAH

+ and HCO –
3 ) and a scal-

ing factor of 0.75 for those of H2S absorption (MDEAH
+ and SH – ) are used, we

showed that the viscosities of CO2-loaded aqueous MDEA solutions increase with
increasing CO2 loading while the viscosities do not show a significant change with
changing H2S loading in H2S-loaded solutions. For the first time in literature, we
computed the self-diffusivities of free CO2, HCO

–
3 , and MDEAH+ in CO2-loaded 50

wt.% MDEA/water solutions, and free H2S, SH
– , and MDEAH+ in H2S-loaded 50

wt.% MDEA/water solutions at 313K. Our results showed that the self-diffusivities
in CO2-loaded solutions significantly decrease with increasing CO2 loading while the
self-diffusivities in H2S-loaded solutions did not change significantly with changing
H2S loading in the solution which indicates that CO2 absorption slows down with
increasing CO2 loading while this is not the case for H2S absorption.





6
Conclusions
In this thesis, we have demonstrated the effectiveness of molecular simulations as
a practical approach for the computation of VLEs and transport properties of acid
gases in aqueous alkanolamine solutions. These simulations overcome experimen-
tal challenges associated with measuring very low partial pressures of acid gases
and diffusivities of acid gases in reactive solvents. Our predictions play a crucial role
in the design and optimization of absorption-based acid gas removal processes. For
computing transport properties, our investigations have revealed that the existing
methods (i.e., classical force field-based MD simulations) can be used to accurately
predict diffusivities of acid gases and the reaction products from acid gas absorption
in aqueous alkanolamine solutions (Chapters 4 and 5). We introduced novel meth-
ods to accurately predict excess chemical potentials of ionic and/or polar species
(via thermodynamic integration, Chapter 2) and speciation/VLE of acid gases in
aqueous alkanolamine solutions (using CASpy, an open-source solver for chemical
reaction equilibrium, Chapter 3) for reaction equilibria and VLE calculations.

The results of this thesis emphasize a critical limitation of molecular simulations
using classical force fields, particularly for predicting reaction equilibrium via free
energy and quantum chemistry calculations. Predicting the equilibrium constant
of the MDEAH+ dissociation reaction in acid gas absorption in aqueous MDEA so-
lutions exemplifies the sensitivity of reaction equilibrium to the computed values
of the excess chemical potentials 𝜇ex𝑖 (via free energy calculations) and standard
state ideal gas chemical potentials 𝜇0𝑖 (via quantum chemistry calculations). In
the CO2/MDEA/water system, even an uncertainty of 1 ln [𝐾] unit in the reaction
equilibrium constant of the MDEAH+ dissociation reaction leads to ca. 2.5 times dif-
ferences in computed values of the partial pressure of CO2 (𝑃CO2) at low loadings of
CO2. This uncertainty translates to an uncertainty of 1 𝑘B𝑇 unit (≈ 2.6 kJmol−1 at
313.15 K) in the computed values of 𝜇ex𝑖 and 𝜇0𝑖 (Eq. (3.4)). As the absolute values
of 𝜇0𝑖 are higher than those of 𝜇ex𝑖 by 2-3 orders of magnitude and the uncertainty
in the values of 𝜇0𝑖 computed with different quantum chemistry methods is signif-
icant (in the order of 1 𝑘B𝑇) (Appendix B), we emphasize the crucial need for a
benchmark study to identify the most accurate quantum chemistry level of theory
or composite method to accurately compute the values of 𝜇0𝑖 . Our investigation of
the performance of two generic force fields, OPLS-AA and GAFF, in predicting the
equilibrium constant of the MDEAH+ dissociation reaction showed the pivotal role
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of force field selection and, more specifically, the accuracy of point charges on the
computed values of 𝜇ex𝑖 (with statistical uncertainties in the order of 0.02 𝑘B𝑇). The
concept of chemical accuracy (1 kcalmol−1 = 4.18 kJmol−1) was introduced in 1999
to align the precision of computational chemistry with experimental measurements
of energies, such as heats of formation and ionization energies [63]. This concept
continues to be used as a benchmark for precision in computational chemistry to-
day [74, 324–327]. As an example, let us assume a maximum of 10% uncertainty
in the computed values of 𝑃CO2 in CO2/MDEA/water mixture at 313.15 K and low
loadings of CO2 (<10−3 molCO2 mol−1amine). To achieve this level of accuracy, an
uncertainty of 0.1 ln [𝐾] units in the predicted value of the equilibrium constant
of the MDEAH+ dissociation reaction in this mixture is necessary. An uncertainty
of 0.1 ln [𝐾] units in the equilibrium constant corresponds to 0.1 𝑘B𝑇 units (≈
0.26 kJmol−1 at 313.15 K, an order of magnitude lower than the chemical accuracy
of 4.18 kJmol−1) in the computed values of 𝜇0𝑖 and 𝜇ex𝑖 . Consequently, the concept
of chemical accuracy becomes arbitrary in predicting reaction equilibria for complex
systems, highlighting the need for significantly higher accuracies such as 0.1 𝑘B𝑇
for truly predictive simulations.

Transport properties of acid gases in aqueous alkanolamine solutions such as vis-
cosities and diffusivities are also very sensitive to the point charges of molecules/ions.
A point charge scaling factor, i.e., a multiplication factor applied to all point charges
in a molecule/ion to capture the electrostatic interactions more accurately (as the
point charges from quantum chemistry calculations typically overestimate electro-
static interactions) [148, 148, 166, 267, 268, 312], plays a crucial role in the accu-
racy of computed transport properties. From a point charge scaling factor of 0.90
to 0.75, the computed viscosities of CO2- and H2S-loaded aqueous MDEA solutions
show a decrease of ca. 60% at a high acid gas loading (1 molacid gas mol−1amine).
This is also the case for the diffusivities of the reaction products (HCO –

3 and SH– )
from acid gas absorption in aqueous MDEA solutions, as the same change in the
point charge scaling factors results in a ca. 3 times increase in the computed diffu-
sivities. The computed densities have a more modest sensitivity, changing by ca.
4% for the same range of point charge scaling factors. Therefore, using transport
properties such as viscosities and diffusivities in force field validation is crucial for
accurately predicting transport properties of acid gases in aqueous alkanolamine
solutions.

This thesis shows that the accuracy of classical force fields depends on rigor-
ous validation and system-specific scaling factors, thereby posing a challenge to
the predictive power of molecular simulations in reaction equilibria and transport
properties. Classical force fields, considering electrostatic interactions as fixed point
charges, provide a rough approximation of dynamic molecular systems, where elec-
tron density, consequently electrostatic interactions, of a molecule/ion depends on
the electron density of the surrounding atoms. Addressing this limitation, polar-
izable force fields emerge as a more accurate solution [239–246], albeit with in-
creased computational expense. Implementation of polarizable force fields in both
MC and MD codes, as well as extension to cover a broader range of species, re-
mains a crucial area for future research. Additionally, alternative approaches, such
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as ab initio molecular dynamics simulations and machine learning-based force field
development, offer promising avenues [328]. These methods may provide more
accurate solutions to interactions between molecules. While high computational
costs restrict their use to short timescales and smaller systems, the ever-growing
computational power positions these methods as increasingly relevant tools in the
near future.





Appendix A
A.1. Implementation of Thermodynamic Integration
In this section, the details of the implementation of thermodynamic integration
in Brick-CFCMC are explained. In the CFCMC method [114–116, 123, 157], the
interactions of the fractional molecule group are scaled using a scaling factor 𝜆.
The fractional molecule group has no interactions with the surrounding molecules
when 𝜆 = 0, and has full interactions when 𝜆 = 1. The ensemble average of the
derivative of potential energy with respect to 𝜆 can be used to calculate the excess
chemical potential of species 𝑖 according to [82, 164]:

𝑁𝑉𝑇 ensemble ∶ 𝜇ex𝑖 = ∫
1

0
d𝜆 ⟨𝜕𝐴𝜕𝜆 ⟩

𝑁𝑉𝑇
= ∫

1

0
d𝜆 ⟨𝜕𝑈𝜕𝜆 ⟩

𝑁𝑉𝑇
(A1.1)

𝑁𝑃𝑇 ensemble ∶ 𝜇ex𝑖 = ∫
1

0
d𝜆 ⟨𝜕𝐺𝜕𝜆 ⟩

𝑁𝑃𝑇
= ∫

1

0
d𝜆 ⟨𝜕𝑈𝜕𝜆 ⟩

𝑁𝑃𝑇
(A1.2)

LJ and electrostatic interactions are scaled independently with two different scal-
ing factors, 𝜆LJ and 𝜆el, respectively. Both 𝜆LJ and 𝜆el are a function of 𝜆 in such
a way that they are both zero when 𝜆 = 0 and both are unity when 𝜆 = 1. For
the implementation of the thermodynamic integration, we need to develop a scal-
ing scheme that uses continuous functions 𝜆LJ and 𝜆el so that the integration of
Eqs. (A1.1) and (A1.2) can be performed. Both 𝜆LJ and 𝜆el and the derivatives of
these functions with respect to 𝜆 are required to be continuous functions. In Brick-
CFCMC, The following equations provide the expressions used to compute 𝜆LJ and
𝜆el, respectively:

𝜆LJ = {

20
9 𝜆 0.0 < 𝜆 < 0.4,
1 − 100

9 (𝜆 −
1
2)
2 0.4 < 𝜆 < 0.5,

1 0.5 < 𝜆 < 1.0
(A1.3)

𝜆el = {
0 0.0 < 𝜆 < 0.5,
100
9 (𝜆 −

1
2)
2 0.5 < 𝜆 < 0.6,

−11
9 + 20

9 𝜆 0.6 < 𝜆 < 1.0
(A1.4)

Fig. 2.2 shows 𝜆LJ and 𝜆el as a function of 𝜆. With this scaling scheme, electrostatic
interactions are not “switched on” before the LJ interactions are at full strength
(𝜆LJ = 1) [178]. This is chosen to avoid any overlap between the atoms of the
fractional group and other atoms. In this way, we protect the electrostatic interac-
tion sites using the LJ interactions in order to avoid atomic overlaps. This scaling
scheme can be easily modified in the source code (file: interactionlambda.f). It is
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important to note that both 𝜆LJ and 𝜆el should be continuous functions of 𝜆, and
that 𝜆el should be zero when 𝜆LJ < 1. The value of

𝜕𝑈
𝜕𝜆 is computed by using the

chain rule:
𝜕𝑈
𝜕𝜆 =

𝜕𝑈LJ
𝜕𝜆LJ

𝜕𝜆LJ
𝜕𝜆 + 𝜕𝑈el𝜕𝜆el

𝜕𝜆el
𝜕𝜆 (A1.5)

The terms 𝜕𝜆LJ𝜕𝜆 and 𝜕𝜆el
𝜕𝜆 in Eq. (A1.5) are computed using Eq. (A1.3) and Eq. (A1.4).

Note that with these definitions, 𝜕𝑈
𝜕𝜆 = 0 at 𝜆 = 0.5. The terms 𝜕𝑈LJ

𝜕𝜆LJ
and 𝜕𝑈el

𝜕𝜆el
are computed after every MC trial move and we keep track of these quantities
during the MC simulation. This bookkeeping is implemented to avoid any additional
computational cost. In the next two subsections, exact analytic expressions are
presented for the computation of 𝜕𝑈LJ𝜕𝜆LJ

and 𝜕𝑈el
𝜕𝜆el

.

A.1.1. Lennard-Jones Interactions
Intermolecular Lennard-Jones Interactions
The intermolecular LJ energy between interaction site 𝑖 of molecule 𝑚 and interac-
tion site 𝑗 of molecule 𝑛 is computed using:

𝑈LJ,𝑖𝑗 = 4𝜖𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (

𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (A1.6)

where 𝜖𝑖𝑗 is the minimum of the LJ potential between sites 𝑖 and 𝑗, 𝜎𝑖𝑗 is the
distance where the LJ potential between sites 𝑖 and 𝑗 is zero, and 𝑟𝑖𝑗 is the distance
between sites 𝑖 and 𝑗. When a site belonging to a fractional molecule group (as
the fractionals in Brick-CFCMC can be consist of multiple number of molecules) is
involved, the intermolecular LJ energy between site 𝑖 of molecule 𝑚 and site 𝑗 of
molecule 𝑛 is computed using a softcore potential [329]:

𝑈LJ,𝑖𝑗 = 4𝜖𝑖𝑗𝜆LJ,t [(
1
𝑌)

12/𝑐
− (1𝑌)

6/𝑐
] (A1.7)

where the total interaction scaling parameter is computed using the value of 𝜆LJ of
sites 𝑚 and 𝑛 (𝜆LJ,t = 𝜆LJ,𝑚𝜆LJ,𝑛), and

𝑌 = 𝛼LJ(1 − 𝜆LJ,t)𝑏 + (𝑟𝑖𝑗/𝜎𝑖𝑗)𝑐 (A1.8)

The values of 𝛼LJ, 𝑏 and 𝑐 can be adjusted [114]. In Brick-CFCMC, the default
values for these parameters are 0.5, 1 and 6, respectively, as this choice of 𝛼LJ,
𝑏 and 𝑐 showed the lowest statistical variance of the computed free energies and
highest efficiency [178, 330]. The derivative with respect to 𝜆LJ,𝑚 is:

𝜕𝑈LJ,𝑖𝑗
𝜕𝜆LJ,𝑚

= 4𝜖𝑖𝑗𝜆LJ,𝑛 (
1
𝑌)

6/𝑐
[ ( 1𝑌)

6/𝑐
−1+ 6𝜆LJ,t𝑏𝛼LJ𝑐𝑌 (1−𝜆LJ,t)𝑏−1 (2(

1
𝑌)

6/𝑐
− 1) ]

(A1.9)
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After every MC trial move, the values of both 𝑈 and 𝜕𝑈LJ,𝑖𝑗
𝜕𝜆LJ,𝑚

are updated so that 𝜕𝑈𝜕𝜆
is immediately obtained without having to consider all pairwise interactions (only
particles with modified coordinates are considered).

Tail Corrections
Tail corrections account for the interactions of the molecules beyond the cutoff
radius by adding an average energy contribution to the potential energy of the
system [82, 96]. The tail correction energy of a system is computed as [82, 83, 96]:

𝑈tailLJ = 1
2∑

𝑖,𝑗

16𝜋𝑁𝑖𝑁𝑗𝜖𝑖𝑗
𝑉 (

𝜎12𝑖𝑗
9𝑟9cut

−
𝜎6𝑖𝑗
3𝑟3cut

) (A1.10)

where the sum ranges over all atom types in the system, 𝑁𝑖 and 𝑁𝑗 are the numbers
of atoms of types 𝑖 and 𝑗, respectively (excluding atoms of fractional molecules),
and 𝑉 is the volume of the simulation box. The factor 1/2 accounts for double
counting of the interactions.

In Brick-CFCMC, the fractional molecule interactions are added to the tail cor-
rection energy by substituting 𝑁𝑖 → 𝑁𝑖 + 𝜆LJ,𝑚 × 𝑁𝑚,𝑖 and 𝑁𝑗 → 𝑁𝑗 + 𝜆LJ,𝑛 × 𝑁𝑛,𝑗
in Eq. (A1.10), where 𝑁𝑚,𝑖 and 𝑁𝑛,𝑗 are the numbers of atoms of types 𝑖 and 𝑗
within fractional molecules 𝑚 and 𝑛, respectively [96]. The derivative with respect
to 𝜆LJ,𝑚 can be calculated as:

𝜕𝑈tailLJ
𝜕𝜆LJ,𝑚

= 1
2𝑉 ∑

𝑖,𝑗
[16𝜋𝜖𝑖𝑗(𝑁𝑗𝑁𝑚,𝑖 + 𝜆LJ,𝑛𝑁𝑚,𝑖𝑁𝑛,𝑗)[ (

𝜎12𝑖𝑗
9𝑟9cut

) − (
𝜎6𝑖𝑗
3𝑟3cut

) ]] (A1.11)

A.1.2. Electrostatic Interactions
The analytic expressions for 𝜕𝑈el𝜕𝜆el

of electrostatic potentials may seem trivial at first

sight because for linear charge scaling 𝜕𝑈el
𝜕𝜆el

is proportional to 𝜆el [128, 129]. It is
important to note that such a scaling may result in numerical instabilities and atomic
overlaps as the attractive electrostatic interactions are usually much stronger than
the repulsive part of LJ interactions. The electrostatic interaction potentials for the
fractional molecule groups are defined in Brick-CFCMC in such a way that they have
an offset parameter (𝑄) to avoid any atomic overlaps. Therefore, the computation
of 𝜕𝑈el𝜕𝜆el

will require more complex expressions. The next three subsections present

the analytic expressions of 𝜕𝑈el𝜕𝜆el
for the Ewald summation [182], the Wolf method

[179], and the damped and shifted version of the Wolf method [180].

Ewald Summation
The Ewald summation consists of a real-space part, exclusion part, self-energy
part, and Fourier-space part [182, 331, 332]. The real-space part is a damped
electrostatic potential for the short-ranged interactions. The exclusion accounts



102 Appendix A

for all intramolecular interactions for which electrostatic interactions should not be
considered (i.e., between atoms that interact with a bonded interaction potential
such as bond-stretching or bond-bending). The self-energy part considers the self-
electrostatic energy of all charges, and the Fourier-space part handles the long-
range electrostatic interactions by using a Fourier transform. The real-space energy
of the Ewald summation between sites 𝑖 and 𝑗 of molecules 𝑚 and 𝑛 is computed
as:

𝑈real,𝑖𝑗 = 𝑞𝑖𝑞𝑗
erfc(𝛼el𝑟𝑖𝑗)

𝑟𝑖𝑗
(A1.12)

where 𝛼el is the damping parameter, erfc(𝑥) is the complementary error function
and 𝑟𝑖𝑗 is the distance between the interaction sites 𝑖 and 𝑗. If one of the sites
involved in the interaction belongs to a fractional molecule group, then the real-
space energy of the Ewald summation is computed as:

𝑈real,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
(A1.13)

where the total fractional scaling factor for electrostatic interactions is computed
by multiplying the electrostatic interaction scaling factors of molecules 𝑚 and 𝑛
(𝜆el,t = 𝜆el,𝑚𝜆el,𝑛). 𝑄 is the offset parameter computed as:

𝑄 = 𝛽el(1 − 𝜆el,t) (A1.14)

where 𝛽el is equal to 0.01 Å. In this way, there is no divergence of the interaction
potential, even when 𝑟𝑖𝑗 = 0. The exclusion term of the Ewald summation between
atoms 𝑖 and 𝑗 in molecule 𝑚 is obtained using [119, 181]:

𝑈exclusion,𝑖𝑗 = 𝑞𝑖𝑞𝑗
erfc(𝛼el𝑟𝑖𝑗) − 1

𝑟𝑖𝑗
(A1.15)

When a fractional molecule is involved, the exclusion term is computed as follows:

𝑈exclusion,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄)) − 1

𝑟𝑖𝑗 + 𝑄
(A1.16)

The self-energy term of the Ewald summation is computed as:

𝑈self =
−𝛼el
√𝜋

∑
𝑛
∑
𝑖
𝜆2el,𝑛𝑞2𝑖,𝑛 (A1.17)

where index 𝑛 runs over all the molecules in the simulation box and index 𝑖 runs
over all atoms in molecule 𝑛, and 𝜆el,t = 𝜆2el,𝑚. The Fourier-space term of the Ewald
summation is computed as [182]:

𝑈Fourier =
1
𝑉 ∑

k
𝐹(k)[(∑

𝑖
𝜆el,𝑖𝑞𝑖cos(ik.r𝑖))2 + (∑

𝑖
𝜆el,𝑖𝑞𝑖sin(ik.r𝑖))2] (A1.18)
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in which indices k and 𝑖 run over all 𝑘-vectors (except for the zero wavevector
k = (0, 0, 0) [82]) and all atoms in the system, respectively, and:

𝐹(k) = 4𝜋
|k|2 exp [

|k|2
4𝛼el

] (A1.19)

In Eq. (A1.18), the terms 𝜆el,𝑖 are the electrostatic interaction scaling factors of
atoms 𝑖. These terms were added to this equation to account for the contribution
of the fractional molecules to the Fourier-space part of the Ewald summation. The
values of 𝜆el,𝑖 are set to 1 for atoms of whole molecules (i.e., molecules that always
have a full interaction strength with the surrounding molecules [96]) and for sites
belonging to fractional molecules, 𝜆el,𝑖 = 𝜆el.

The bookkeeping for the real-space and exclusion parts of the Ewald summation
is similar to the bookkeeping of the LJ interactions as these are all pairwise inter-
actions [82]. The bookkeeping of the self-energy term is trivial as this term does
not depend on the atomic positions. The bookkeeping of the Fourier-space part
of the Ewald summation is more complicated as it is not a pairwise interaction. In
Brick-CFCMC, the bookkeeping for the Fourier-space term of the Ewald summation
is performed according to Ref. [331]. During the simulation, we keep track of the
values of the terms in ∑𝑖 𝜆el,𝑖𝑞𝑖cos(ik.r𝑖) and ∑𝑖 𝜆el,𝑖𝑞𝑖sin(ik.r𝑖) of Eq. (A1.18).For
each wavevector k, this requires the storage of two floats. After every MC trial
move, the values of the terms in ∑𝑖 𝜆el,𝑖𝑞𝑖cos(ik.r𝑖) and ∑𝑖 𝜆el,𝑖𝑞𝑖sin(ik.r𝑖) are up-
dated by adding the contribution of the new configuration and subtracting the con-
tribution of the old configuration. This updating is performed for each wavevector
seperately.

The derivative of the real-space part of the Ewald summation with respect to
the scaling factor of (fractional) molecule 𝑚 𝜆el,𝑚 is obtained as:

𝜕𝑈real,𝑖𝑗
𝜕𝜆el,𝑚

= 𝜆𝑛𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
+ 𝜆el (𝑋(𝑟𝑖𝑗)) ] (A1.20)

where 𝑋(𝑟𝑖𝑗) is computed using:

𝑋(𝑟) = 𝛽el
(𝑟 + 𝑄)2 [(𝑟 + 𝑄) (

2𝛼el
√𝜋

) exp [−𝛼2el(𝑟 + 𝑄)2] + erfc(𝛼el(𝑟 + 𝑄))] (A1.21)

The derivative of the exclusion part of the Ewald summation with respect to
𝜆el,𝑚 is calculated according to:

𝜕𝑈exclusion,𝑖𝑗
𝜕𝜆el,𝑚

= 2𝜆el,𝑚𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
+ 𝜆el,t (𝑋(𝑟𝑖𝑗)) −

𝑟𝑖𝑗 + 𝑄 + 𝜆el,t𝛽el
(𝑟𝑖𝑗 + 𝑄)2

]
(A1.22)

where 𝑋(𝑟) follows from Eq. (A1.21). The derivative of the self-energy part with
respect to 𝜆el,𝑚 of fractional molecule 𝑚 becomes:
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𝜕𝑈self
𝜕𝜆el,𝑚

= 2𝜆el,𝑚
−𝛼el
√𝜋

∑
𝑗
𝑞2𝑗 (A1.23)

in which the index 𝑗 runs over all atoms in the fractional molecule 𝑚. The derivative
of the Fourier-space part of the Ewald summation with respect to 𝜆el,𝑚 is:

𝜕𝑈Fourier
𝜕𝜆el,𝑚

= 2
𝑉 ∑

k
𝐹(k)[(∑

𝑖
𝜆el,𝑖𝑞𝑖cos(ik.r𝑖)) × (∑

𝑗
𝑞𝑗cos(ik.r𝑗)))+

(∑
𝑖
𝜆el,𝑖𝑞𝑖sin(ik.r𝑖)) × (∑

𝑗
𝑞𝑗sin(ik.r𝑗)))] (A1.24)

in which indices 𝑘, 𝑖 and 𝑗 run over all 𝑘-vectors (except for the zero wavevector
k = (0, 0, 0)), all atoms in the system, and all atoms of molecule 𝑚, respectively.
𝐹(k) follows Eq. (A1.19) and 𝑉 is the volume of the simulation box. The bookkeep-
ing for the computation of 𝜕𝑈Fourier𝜕𝜆el,𝑚

is performed in the same way as the bookkeeping

for the Fourier-space energy of the Ewald summation. The values of the terms in
(∑𝑖 𝜆el,𝑖𝑞𝑖cos(ik.r𝑖))×(∑𝑗 𝑞𝑗cos(ik.r𝑗)) and (∑𝑖 𝜆el,𝑖𝑞𝑖sin(ik.r𝑖))×(∑𝑗 𝑞𝑗sin(ik.r𝑗))
are calculated at the start of the simulation and stored in memory. The values
of the terms in (∑𝑖 𝜆el,𝑖𝑞𝑖cos(ik.r𝑖)) × (∑𝑗 𝑞𝑗cos(ik.r𝑗)) and (∑𝑖 𝜆el,𝑖𝑞𝑖sin(ik.r𝑖)) ×
(∑𝑗 𝑞𝑗sin(ik.r𝑗)) are updated after every MC trial move by subtracting the contribu-
tion of the old configuration and adding the contribution of the new configuration.
This is done for each wavevector. Because this is performed only for the atoms
that have different positions in the old and the new configurations, this does not
lead to any additional computational cost.

Wolf Method
The Wolf method uses the strong screening of the electrostatic interactions in a
system to calculate electrostatic potential energy [179]. Because of this strong
screening, it works very well for dense (liquid) systems [333, 334] while it does
not work well for the less dense (gas) systems due to less effective screening of
electrostatics [119, 331]. All interactions in the Wolf method are either pairwise
interactions (real-space and exclusion parts) or constant (self-energy part) and no
Fourier transform is involved. This makes this method computationally more effi-
cient than the Ewald summation [119]. The short ranged real-space electrostatic
energy between site 𝑖 of molecule 𝑚 and site 𝑗 of molecule 𝑛 is computed as:

𝑈real,𝑖𝑗 = 𝑞𝑖𝑞𝑗 [
erfc(𝛼el𝑟𝑖𝑗)

𝑟𝑖𝑗
− erfc(𝛼el𝑟cut)

𝑟cut
] (A1.25)

where erfc(𝑥) is the complementary error function (erfc(𝑥) = 1 − erf(𝑥)), 𝑟𝑖𝑗 is
the distance between sites 𝑖 and 𝑗, 𝑟cut is the cutoff radius, and 𝛼el is the damping
parameter. When a site of a fractional molecule group is involved in this type of
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interaction, the following expression is used to compute the real-space electrostatic
energy between site 𝑖 of molecule 𝑚 and site 𝑗 of molecule 𝑛.

𝑈real,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗 [
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
] (A1.26)

in which 𝜆el,t = 𝜆el,𝑚𝜆el,𝑛, and the offset term 𝑄 is computed using Eq. (A1.14).
The derivative of the real-space part of the Wolf method with respect to 𝜆el,𝑚 is
obtained as:

𝜕𝑈real,𝑖𝑗
𝜕𝜆el,𝑚

= 𝜆𝑛𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
−erfc(𝛼el(𝑟cut + 𝑄))𝑟cut + 𝑄

+𝜆el,t (𝑋(𝑟𝑖𝑗) − 𝑋(𝑟cut)) ]
(A1.27)

where the term 𝑋(𝑟) follows from Eq. (A1.21).
The exclusion term of the Wolf method between sites 𝑖 and 𝑗 of molecule 𝑚 is
computed as:

𝑈exclusion,𝑖𝑗 = 𝑞𝑖𝑞𝑗 [
erfc(𝛼el𝑟𝑖𝑗) − 1

𝑟𝑖𝑗
− erfc(𝛼el𝑟cut)

𝑟cut
] (A1.28)

When molecule 𝑚 is in a fractional molecule group, the following expression is used
for the exclusion term:

𝑈exclusion,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗 [
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄)) − 1

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
] (A1.29)

in which 𝜆el,t = 𝜆2el,𝑚, and the derivative with respect to 𝜆el,𝑚 is calculated from:

𝜕𝑈exclusion,𝑖𝑗
𝜕𝜆el,𝑚

= 2𝜆el,𝑚𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
+

𝜆el,t (𝑋(𝑟𝑖𝑗) − 𝑋(𝑟cut)) −
𝑟𝑖𝑗 + 𝑄 + 𝜆el𝛽el
(𝑟𝑖𝑗 + 𝑄)2

] (A1.30)

The self-energy term of the Wolf method is computed from:

𝑈self = −(
erfc(𝛼el𝑟cut)

2𝑟cut
+ 𝛼el
√𝜋
)∑

𝑛
∑
𝑖
𝜆2el,𝑛𝑞2𝑖,𝑛 (A1.31)

where index 𝑛 runs over all molecules in the simulation box and index 𝑖 runs over
all atoms in molecule 𝑛. The derivative for the self-energy term of the Wolf method
is computed as follows:

𝜕𝑈self
𝜕𝜆el,𝑚

= −2𝜆el,𝑚 (
erfc(𝛼el𝑟cut)

2𝑟cut
+ 𝛼el
√𝜋
)∑

𝑗
𝑞2𝑗 (A1.32)

where index 𝑗 runs over all atoms in fractional molecule 𝑚.
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Damped and Shifted Version of the Wolf Method
The Wolf method can be used to accurately calculate electrostatic interactions, how-
ever, artificial structuring, i.e., unphysical arrangement of particles due to inaccu-
rately described electrostatic interactions, around the cutoff distance is a potential
problem [203, 335–337]. Fennell and Gezelter [180] solved this issue with a mod-
ification to the real-space term of the Wolf method. The real-space electrostatic
energy between site 𝑖 of molecule 𝑚 and site 𝑗 of molecule 𝑛 in the damped and
shifted (DSF) version of the Wolf method is computed as [119, 181]:

𝑈real,𝑖𝑗 = 𝑞𝑖𝑞𝑗[
erfc(𝛼el𝑟𝑖𝑗)

𝑟𝑖𝑗
− erfc(𝛼el𝑟cut)

𝑟cut
+

(erfc(𝛼el𝑟cut)𝑟2cut
+ 2𝛼el
√𝜋

exp[−𝛼2el𝑟2cut]
𝑟cut

(𝑟𝑖𝑗 − 𝑟cut)) ] (A1.33)

where erfc(𝑥) is the complementary error function, 𝑟𝑖𝑗 is the distance between the
sites 𝑖 and 𝑗, 𝑟cut is the cutoff radius, and 𝛼el is the damping parameter. In this
way, both 𝑈real,𝑖𝑗 and its derivative with respect to 𝑟𝑖𝑗 are continuous around 𝑟cut.
When either one or both of the sites involved in the interaction belong to a fractional
molecule group, the real-space term in DSF Wolf method is computed from:

𝑈real,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
+

(erfc(𝛼el𝑟cut)𝑟2cut
+ 2𝛼el
√𝜋

exp[−𝛼2el𝑟2cut]
𝑟cut

(𝑟𝑖𝑗 − 𝑟cut)) ] (A1.34)

where the term 𝑄 follows from Eq. (A1.14). The total scaling factor for electrostatic
interactions 𝜆el,t is calculated using the value of 𝜆el of the molecules 𝑚 and 𝑛 as
𝜆el,t = 𝜆el,𝑚𝜆el,𝑛. The derivative of the DSF real-space term with respect to 𝜆𝑚 is
calculated using:

𝜕𝑈DSFreal,𝑖𝑗
𝜕𝜆el,𝑚

= 𝜆el,𝑛𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝛽el(1 − 𝜆el,t)))

𝑟𝑖𝑗 + 𝛽el(1 − 𝜆el,t)
− erfc(𝛼el(𝑟cut + 𝛽el(1 − 𝜆el,t)))

𝑟cut + 𝛽el(1 − 𝜆el,t)
+

(erfc(𝛼𝑒𝑙𝑟cut)𝑟2cut
+ 2𝛼𝑒𝑙
√𝜋

exp[−𝛼2𝑒𝑙𝑟2cut]
𝑟cut

) (𝑟𝑖𝑗 − 𝑟cut)+

𝜆el,t (𝑋(𝑟𝑖𝑗) − 𝑋(𝑟cut)) ]
(A1.35)

where the term 𝑋(𝑟) follows from Eq. (A1.21). The exclusion term of the DSF
version of the Wolf method between sites 𝑖 and 𝑗 of the molecule 𝑚 is computed
using:
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𝑈exclusion,𝑖𝑗 = 𝑞𝑖𝑞𝑗 [
erfc(𝛼el𝑟𝑖𝑗) − 1

𝑟𝑖𝑗
− erfc(𝛼el𝑟cut)

𝑟cut
] (A1.36)

The exclusion term of DSF version of the Wolf method between sites 𝑖 and 𝑗 of
molecule 𝑚, when 𝑚 is a fractional molecule, is computed as:

𝑈exclusion,𝑖𝑗 = 𝜆el,t𝑞𝑖𝑞𝑗 [
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄)) − 1

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
] (A1.37)

where 𝜆el,t = 𝜆2el,𝑚. The derivative of the DSF exclusion term with respect to 𝜆el,𝑚
is calculated from:

𝜕𝑈exclusion,𝑖𝑗
𝜕𝜆el,𝑚

= 2𝜆el,𝑚𝑞𝑖𝑞𝑗[
erfc(𝛼el(𝑟𝑖𝑗 + 𝑄))

𝑟𝑖𝑗 + 𝑄
− erfc(𝛼el(𝑟cut + 𝑄))

𝑟cut + 𝑄
+

𝜆el,t (𝑋(𝑟𝑖𝑗) − 𝑋(𝑟cut)) −
𝑟𝑖𝑗 + 𝑄 + 𝜆el𝛽el
(𝑟𝑖𝑗 + 𝑄)2

] (A1.38)

where 𝑋(𝑟) follows from Eq. (A1.21). The self-energy term of DSF version of the
Wolf method is computed as:

𝑈self = −(
erfc(𝛼el𝑟cut)

2𝑟cut
+ 𝛼el
√𝜋
)∑

𝑛
∑
𝑖
𝜆2𝑛,el𝑞2𝑖,𝑛 (A1.39)

in which 𝑛 runs over all molecules in the system and 𝑖 runs over all atoms in molecule
𝑛. The derivative of the self-energy term with respect to 𝜆el,𝑚 of fractional molecule
𝑚 becomes:

𝜕𝑈self
𝜕𝜆el,𝑚

= −2𝜆el,𝑚 (
erfc(𝛼el𝑟cut)

2𝑟cut
+ 𝛼el
√𝜋
)∑

𝑗
𝑞2𝑗 (A1.40)

in which index 𝑗 runs over all atoms in fractional molecule 𝑚.
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A.2. Implementation of Hybrid Monte Carlo Trial
Moves

The hybrid trial moves use a short Molecular Dynamics (MD) trajectory to simul-
taneously displace or rotate all molecules inside the simulation box. These trial
moves are more efficient than the single-molecule trial moves in inducing a collec-
tive motion in the fluid [83, 173, 175] as in hybrid methods, the configurational
space is explored along the trajectory of the natural motion of the system. This is
because The interaction potential to generate the short MD trajectories does not
need to be the actual interaction potential. It can be another interaction potential
still resembling the actual one but computationally cheaper [82, 173].

A.2.1. Hybrid MC/MD Translation Trial Moves
In the hybrid MC translation trial move, a short MD simulation in the NVE ensemble
is performed with a specified time step (Δ𝑡) and trajectory length (𝑁step). Although
there are no restrictions on the choice of Δ𝑡 and 𝑁step, these parameters influence
the efficiency of the sampling. It is therefore recommended that the optimal values
of these parameters are chosen from short test runs, such that an average accep-
tance probability of ca. 50% and a maximum average displacement per unit of CPU
time are achieved. All molecules are kept rigid, and the hybrid translation trial move
is performed collectively (for all molecules) using the center of mass motion. To
integrate the equations of motion, the velocity Verlet algorithm [184, 185] is used,
which is time reversible and area-preserving (symplectic) [82, 338, 339]. It is im-
portant that the integration algorithm is time reversible as the classical equations
of motion are time reversible and symplectic as the exact trajectories are known
to conserve volume in phase space to provide reliable long time trajectories. The
hybrid translation trial move is performed as follows [82, 176, 185, 340]:

1. Center of mass velocity vectors, v𝑖, are randomly generated for each molecule
𝑖, where the vector components are drawn from a normal distribution with the
mean value equal to 0 and a variance of 1.

2. The kinetic energy of translation of the old configuration is calculated as:

𝐾trans
old =

𝑁

∑
𝑖=1

1
2𝑚𝑖v

2
𝑖,old (A2.1)

where 𝑖 is the molecule number, 𝑁 is the total number of molecules in the
system, and 𝑚𝑖 is the mass of molecule 𝑖.

3. All velocities are scaled by the factor √3𝑁𝑘B𝑇/2𝐾trans
old which adjusts the ki-

netic energy of the system according to the equipartition theorem [83]. The
kinetic energy of the system (𝐾trans

old ) is then recomputed using Eq. (A2.1).
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4. The resultant force, F𝑖, acting on each molecule 𝑖 is computed. To reduce
the computational costs, an approximation can be used for F𝑖 (rather than its
precise value), e.g., obtained from a computationally cheaper method, e.g.,
the damped and shifted version of the Wolf method instead of the Ewald
summation. In principle, such an approximation would maintain a correct
phase-space sampling [82].

5. The velocities of all molecules are updated to a half time step:

v𝑖,old = v𝑖,old +
F𝑖
2𝑚𝑖

Δ𝑡 (A2.2)

6. The center-of-mass position vectors of all molecules are updated:

r𝑖,new = r𝑖,old + v𝑖,oldΔ𝑡 (A2.3)

7. Using the new center-of-mass positions (r𝑖,new), all atomic coordinates are
updated.

8. The resultant forces on all molecules are recomputed based on the new atomic
positions r𝑖,new.

9. The velocities are updated to the full time step:

v𝑖,new = v𝑖,old +
F𝑖
2𝑚𝑖

Δ𝑡 (A2.4)

10. For an MD trajectory of length 𝑁step, steps 5-9 are repeated for 𝑁step − 1
times.

11. The kinetic energy of the new configuration is calculated as:

𝐾trans
new =

𝑁

∑
𝑖=1

1
2𝑚𝑖v

2
𝑖,new (A2.5)

12. The trial move is accepted or rejected according to the following acceptance
rule [82]:

acc(o → n) =min (1, exp[−𝛽(Δ𝑈 + Δ𝐾trans)]) (A2.6)

where o and n denote the old and new (initial and final) configurations on
the MD trajectory, and Δ𝑈 and Δ𝐾trans are the differences in potential energy
and translational kinetic energy, respectively, between the old and new con-
figurations. 𝛽 is defined as 1/(𝑘B𝑇), where 𝑘B is the Boltzmann constant,
and 𝑇 is the absolute temperature. It is important to note that 𝑈 is the actual
potential of the system, not the one used to compute the forces acting on
particles as explained in point 4.
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A.2.2. Hybrid MC/MD Rotation Trial Moves
In the hybrid rotation trial move, collective rotation of molecules as rigid bodies is
performed using a short MD simulation in the NVE ensemble. The time step size (Δ𝑡)
and trajectory length (𝑁step) of this MD run are chosen to maximize the efficiency
of the sampling. For the rigid body rotation of molecules, the velocity Verlet-based
algorithm of Miller et al. [186] (NOSQUISH) is used, which is symplectic and time
reversible. At every time step, all molecules are rotated according to the total
torque acting on the molecules, and only intermolecular interactions are taken into
account to compute the forces and torques.

In the first step, the moment of inertia tensor, I𝑖, of each molecule 𝑖 about
its center of mass is computed. To obtain the principal moments of inertia, the
eigenvalues and eigenvectors of the inertia tensors are computed using the Jacobi
method [341]. The computed eigenvectors indicate the direction of the principal
axes, and the corresponding eigenvalues determine the values of inertia moments
in these directions. The body frame of reference is taken to be the principal axes
of each molecule, denoted by �̂�, �̂�, and �̂�, whereas the laboratory frame axes are
specified by 𝑥, 𝑦, and 𝑧. The principal (diagonalized) moment of inertia tensor
of molecule 𝑖 is denoted by �̂�𝑖, and its diagonal elements (eigenvalues of the I𝑖
tensor), are represented by ̂𝐼�̂��̂�,𝑖, ̂𝐼�̂��̂�,𝑖, and ̂𝐼�̂��̂�,𝑖. The principal axes are set such
that 𝐼�̂��̂�,𝑖 > 𝐼�̂��̂�,𝑖 > 𝐼�̂��̂�,𝑖. The quaternion 4-vector, q(4)𝑖 = (𝑞0,𝑖 𝑞1,𝑖 𝑞2,𝑖 𝑞3,𝑖)T is
then computed for the body frame of each molecule 𝑖, based on the direction of
the principal axes. Subsequently, the rotation matrix, R𝑖, for each molecule 𝑖 is
calculated according to:

R𝑖 = (
𝑞20,𝑖 + 𝑞21,𝑖 − 𝑞22,𝑖 − 𝑞23,𝑖 2(𝑞1,𝑖𝑞2,𝑖 − 𝑞0,𝑖𝑞3,𝑖) 2(𝑞1,𝑖𝑞3,𝑖 + 𝑞0,𝑖𝑞2,𝑖)
2(𝑞1,𝑖𝑞2,𝑖 + 𝑞0,𝑖𝑞3,𝑖) 𝑞20,𝑖 − 𝑞21,𝑖 + 𝑞22,𝑖 − 𝑞23,𝑖 2(𝑞2,𝑖𝑞3,𝑖 − 𝑞0,𝑖𝑞1,𝑖)
2(𝑞1,𝑖𝑞3,𝑖 − 𝑞0,𝑖𝑞2,𝑖) 2(𝑞2,𝑖𝑞3,𝑖 + 𝑞0,𝑖𝑞1,𝑖) 𝑞20,𝑖 − 𝑞21,𝑖 − 𝑞22,𝑖 + 𝑞23,𝑖

) (A2.7)

In the algorithm outlined here, a variable 𝑋 computed in the body frame is denoted
by �̂�, whereas it lacks the hat symbol when designated in the laboratory frame. The
following steps are performed in the hybrid rotation trial move [186, 340, 342]:

1. Angular velocity vectors, ω̂𝑖, are randomly generated for every molecule 𝑖 in
its body frame, where each component of the angular velocity (𝜔�̂�,𝑖, 𝜔�̂�,𝑖, and
𝜔�̂�,𝑖) is obtained from a normal distribution with mean and variance values of
0 and 1, respectively.

2. The rotational kinetic energy of the system in the old configuration is com-
puted according to:

𝐾rot
old =

𝑁

∑
𝑖=1

1
2(𝐼�̂��̂�,𝑖�̂�

2
�̂�,𝑖 + 𝐼�̂��̂�,𝑖�̂�2�̂�,𝑖 + 𝐼�̂��̂�,𝑖�̂�2�̂�,𝑖) (A2.8)

where 𝑖 is the molecule number, and 𝑁 is the total number of molecules in
the system.
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3. Similar to the hybrid translation trial move, the angular velocities of all

molecules are scaled by a factor of √3𝑁𝑘B𝑇/2𝐾rot
old to yield the correct tem-

perature and kinetic energy. The rotational kinetic energy (𝐾rot
old) is then re-

computed using Eq. (A2.8).

4. The positions of each atom 𝑗 in molecule 𝑖, with respect to the center-of-mass
of 𝑖, are computed in the body frame, using the inverse of the rotation matrix
of molecule 𝑖:

r̂𝑗𝑖 = R−1𝑖 r𝑗𝑖 (A2.9)

where r𝑗𝑖 is the position vector of atom 𝑗 in molecule 𝑖, with respect to the
center-of-mass of 𝑖, in the laboratory frame.

5. The resultant torque vector on each molecule 𝑖 with 𝑁𝑖 atoms, T𝑖, is calculated
about its center of mass in the laboratory frame:

T𝑖 =
𝑁𝑖
∑
𝑗=1
∑
𝑘
[r𝑗𝑖 × F𝑗𝑘] (A2.10)

in which the indices 𝑗 and 𝑘 run over all atoms in molecule 𝑖 and atoms in
all other molecules except 𝑖, respectively. r𝑗𝑖 is the position vector of atom 𝑗
with respect to the center-of-mass of molecule 𝑖, and F𝑗𝑘 denotes the force
vector acting upon atom 𝑗 of molecule 𝑖 by atom 𝑘 of another molecule. An
approximate value of the force can be used in Eq. (A2.10) to reduce the
computational costs.

6. The resultant torque on each molecule 𝑖 in its body frame, �̂�𝐢, is computed
using the transposed rotation matrix:

�̂�𝑖 = RT
𝑖 T𝑖 (A2.11)

7. The 4-vector quaternion torque of each molecule 𝑖 in its body frame, �̂�(4)q,𝑖 , is
computed according to:

�̂�(4)q,𝑖 = 2M𝑖�̂�(4)𝑖 (A2.12)

where �̂�(4)𝑖 = (0 �̂��̂�,𝑖 �̂��̂�,𝑖 �̂��̂�,𝑖)T is the 4-vector torque on molecule 𝑖 in its
body frame, and �̂��̂�,𝑖, �̂��̂�,𝑖, and �̂��̂�,𝑖 as the components of the �̂�𝑖 vector. M𝑖
is a matrix consisting of the quaternion components of the body frame of
molecule 𝑖:

M𝑖 =
⎛
⎜

⎝

𝑞0,𝑖 −𝑞1,𝑖 −𝑞2,𝑖 −𝑞3,𝑖
𝑞1,𝑖 𝑞0,𝑖 −𝑞3,𝑖 𝑞2,𝑖
𝑞2,𝑖 𝑞3,𝑖 𝑞0,𝑖 −𝑞1,𝑖
𝑞3,𝑖 −𝑞2,𝑖 𝑞1,𝑖 𝑞0,𝑖

⎞
⎟

⎠
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8. The angular momentum of every molecule 𝑖, �̂�𝑖 is computed in its body frame
using the principal moment of inertia tensor and the angular velocity:

�̂�𝑖 = �̂�𝑖ω̂𝑖 (A2.13)

9. The 4-vector conjugate quaternion momentum of each molecule 𝑖, P(4)q,𝑖 , is
computed as:

P(4)q,𝑖 = 2M𝑖�̂�(4)𝑖 (A2.14)

where �̂�(4)𝑖 = (0 �̂��̂�,𝑖 �̂��̂�,𝑖 �̂��̂�,𝑖)T is the 4-vector angular momentum of
molecule 𝑖 in its body frame, and �̂��̂�,𝑖, �̂��̂�,𝑖, and �̂��̂�,𝑖 are the components of the
�̂�𝑖 vector. For simplicity, the 4-vectors P(4)q,𝑖 and q

(4)
𝑖 are denoted by Pq,𝑖 and

q𝑖, respectively, in the following steps.

10. The quaternion momentum of every molecule 𝑖 is updated to a half time step:

Pq,𝑖(𝑡 +
Δ𝑡
2 ) = Pq,𝑖(𝑡) +

Δ𝑡
2 �̂�q,𝑖(𝑡) (A2.15)

11. The following steps in Eqs. (A2.16) to (A2.25) are repeated for 𝑚 times (e.g.,
𝑚 = 10 [340]). A larger value of 𝑚 increases the accuracy of the scheme at
the expense of a larger computational cost [342]. For each molecule 𝑖, the
quaternions are updated to the full time step:

Pq,𝑖 → cos(𝜙3𝛿𝑡/2)Pq,𝑖 + sin(𝜙3𝛿𝑡/2)D3Pq,𝑖 (A2.16)

q𝑖 → cos(𝜙3𝛿𝑡/2)q𝑖 + sin(𝜙3𝛿𝑡/2)D3q𝑖 (A2.17)
Pq,𝑖 → cos(𝜙2𝛿𝑡/2)Pq,𝑖 + sin(𝜙2𝛿𝑡/2)D2Pq,𝑖 (A2.18)

q𝑖 → cos(𝜙2𝛿𝑡/2)q𝑖 + sin(𝜙2𝛿𝑡/2)D2q𝑖 (A2.19)
Pq,𝑖 → cos(𝜙1𝛿𝑡)Pq,𝑖 + sin(𝜙1𝛿𝑡)D1Pq,𝑖 (A2.20)

q𝑖 → cos(𝜙1𝛿𝑡)q𝑖 + sin(𝜙1𝛿𝑡)D1q𝑖 (A2.21)
Pq,𝑖 → cos(𝜙2𝛿𝑡/2)Pq,𝑖 + sin(𝜙2𝛿𝑡/2)D2Pq,𝑖 (A2.22)

q𝑖 → cos(𝜙2𝛿𝑡/2)q𝑖 + sin(𝜙2𝛿𝑡/2)D2q𝑖 (A2.23)
Pq,𝑖 → cos(𝜙3𝛿𝑡/2)Pq,𝑖 + sin(𝜙3𝛿𝑡/2)D3Pq,𝑖 (A2.24)

q𝑖(𝑡 + Δ𝑡) → cos(𝜙3𝛿𝑡/2)q𝑖 + sin(𝜙3𝛿𝑡/2)D3q𝑖 (A2.25)

where 𝛿𝑡 = Δ𝑡/𝑚, 𝜙𝑘 = (PTq,𝑖D𝑘q𝑖)/(4 ̂𝐼𝑘𝑘,𝑖) (for 𝑘 = 1, 2, 3), in which ̂𝐼11,𝑖 =
̂𝐼�̂��̂�,𝑖, ̂𝐼22,𝑖 = ̂𝐼�̂��̂�,𝑖, and ̂𝐼33,𝑖 = ̂𝐼�̂��̂�,𝑖, and:

D1q𝑖 = (−𝑞1,𝑖 𝑞0,𝑖 𝑞3,𝑖 −𝑞2,𝑖)T (A2.26)

D2q𝑖 = (−𝑞2,𝑖 −𝑞3,𝑖 𝑞0,𝑖 𝑞1,𝑖)T (A2.27)

D3q𝑖 = (−𝑞3,𝑖 𝑞2,𝑖 −𝑞1,𝑖 𝑞0,𝑖)T (A2.28)
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D𝑘Pq,𝑖 (𝑘 = 1, 2, 3) are similarly computed, where the quaternion components
are replaced by the corresponding components of the quaternion momenta:

D1Pq,𝑖 = (−𝑃𝑞,1,𝑖 𝑃𝑞,0,𝑖 𝑃𝑞,3,𝑖 −𝑃𝑞,2,𝑖)
T (A2.29)

D2Pq,𝑖 = (−𝑃𝑞,2,𝑖 −𝑃𝑞,3,𝑖 𝑃𝑞,0,𝑖 𝑃𝑞,1,𝑖)
T (A2.30)

D3Pq,𝑖 = (−𝑃𝑞,3,𝑖 𝑃𝑞,2,𝑖 −𝑃𝑞,1,𝑖 𝑃𝑞,0,𝑖)
T (A2.31)

12. The new rotation matrix R𝑖 is computed for each molecule 𝑖, using Eq. (A2.7),
based on the new quaternions obtained after applying Eqs. (A2.16) to (A2.25).

13. The new positions of atoms are computed using the new rotation matrix:

r𝑗𝑖 = R𝑖 r̂𝑗𝑖 (A2.32)

where r𝑗𝑖 and r̂𝑗𝑖 are the position vectors of atom 𝑗 in molecule 𝑖, with respect
to the center-of-mass of 𝑖, in the laboratory and body frames (r̂𝑗𝑖 is computed
in step 4), respectively. Using r𝑗𝑖 and the center-of-mass coordinates, the
positions of the atoms are updated.

14. The angular momentum and angular velocity of every molecule 𝑖 are updated
to a half time step:

�̂�(4)𝑖 = 1
2M

−1
𝑖 Pq,𝑖

�̂�𝑘,𝑖 = �̂�𝑘,𝑖/ ̂𝐼𝑘𝑘,𝑖 (𝑘 = 1, 2, 3)
(A2.33)

in which 𝑘 = 1, 𝑘 = 2, and 𝑘 = 3 correspond to the �̂�, �̂�, and �̂� axes,
respectively.

15. The new torques in laboratory frame and body frame, as well as the new
quaternion torques are computed at half time step, as demonstrated in steps
5-7.

16. The quaternion momentum of each molecule 𝑖 is updated from a half time
step (output of step 11) to a full time step:

Pq,𝑖(𝑡 + Δ𝑡) = Pq,𝑖(𝑡 +
Δ𝑡
2 ) +

Δ𝑡
2 �̂�q,𝑖(𝑡 +

Δ𝑡
2 ) (A2.34)

17. The new angular momenta and angular velocities are computed for all
molecules at a full time step, similar to step 14.

18. For an MD trajectory of length 𝑁step, steps 10-17 are repeated for 𝑁step − 1
times.
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19. The new rotational kinetic energy of the system, 𝐾rot
new, is computed based on

the final angular velocities:

𝐾rot
new =

𝑁

∑
𝑖=1

1
2(

̂𝐼�̂��̂�,𝑖�̂�2�̂�,𝑖 + ̂𝐼�̂��̂�,𝑖�̂�2�̂�,𝑖 + ̂𝐼�̂��̂�,𝑖�̂�2�̂�,𝑖) (A2.35)

where 𝑖 is the molecule number and 𝑁 is the total number of molecules in the
system.

20. The trial move is accepted or rejected according to the acceptance rule [82]:

acc(o → n) =min (1, exp[−𝛽(Δ𝑈 + Δ𝐾rot)]) (A2.36)

where o and n denote the old and new (initial and final) configurations on
the MD trajectory, and Δ𝑈 and Δ𝐾rot are the differences in potential energy
and rotational kinetic energy, respectively, between the old and new config-
urations. 𝛽 is defined as 1/(𝑘B𝑇), where 𝑘B is the Boltzmann constant, and
𝑇 is the absolute temperature. For more details on this rigid body dynamics
integrator, the reader is referred to Refs. [186, 342].



Appendix B
B.1. Derivation of an Expression for Mole

Fraction-based Reaction Equilibrium
Constants

Our aim is to derive an expression for the reaction equilibrium constant 𝐾 as a
function of the standard ideal gas chemical potential of species 𝑖 (𝜇0𝑖 ), the excess
chemical potential of species 𝑖 (𝜇ex𝑖 ), and the absolute temperature 𝑇. As an exam-
ple, let us assume a reaction A + S⇌ B + C where S is the solvent. Using Eqs. (1.1),
(1.2) and (3.2), we can write [134]:

𝜈A,𝑗𝜇0A + 𝜈A,𝑗𝜇exA + 𝜈A,𝑗𝑅𝑇ln [
𝜌A
𝜌0
]

+𝜈B,𝑗𝜇0B + 𝜈B,𝑗𝜇exB + 𝜈B,𝑗𝑅𝑇ln [
𝜌B
𝜌0
]

+𝜈C,𝑗𝜇0C + 𝜈C,𝑗𝜇exC + 𝜈C,𝑗𝑅𝑇ln [
𝜌C
𝜌0
]

+𝜈S,𝑗𝜇0S + 𝜈S,𝑗𝜇exS + 𝜈S,𝑗𝑅𝑇ln [
𝜌pure
𝜌0

] − 𝜈S,𝑗𝑅𝑇 (
1 − 𝑋S
𝑋S

) = 0

(B.1)

For an arbitrary chemical reaction, this can be rewritten as:

exp [−(
𝑁species

∑
𝑖=1

𝜈𝑖,𝑗(𝜇0𝑖 + 𝜇ex𝑖 )
𝑅𝑇 + 𝜈s,𝑗ln [

𝜌pure
𝜌0

])] (𝑉𝜌0)𝜈total,solute,𝑗 =

exp [−𝜈s,𝑗 (
1 − 𝑋s
𝑋s

)]
𝑁solute
∏
𝑖=1

𝑁𝜈𝑖,𝑗𝑖

(B.2)

where 𝑁solute is the number of solutes (excluding the solvent) in the reaction, 𝑁𝑖 is
the number molecules of the species 𝑖, 𝜈s,𝑗 are the stoichiometric coefficient of the
solvent in reaction 𝑗, and 𝜈total,solute,𝑗 is the sum of the stoichiometric coefficients of
all solutes in reaction 𝑗 (∑𝑁solute𝑖=1 𝜈𝑖,𝑗). We define the equilibrium constant of reaction
𝑗 as:

𝐾′𝑗 = exp [−𝜈S,𝑗 (
1 − 𝑋S
𝑋S

)]
𝑁solute
∏
𝑖=1

𝑁𝜈𝑖,𝑗𝑖 (B.3)

The left side of the Eq. (B.2) can be used to compute the desired equilibrium con-
stant 𝐾′des as a function of 𝜇0𝑖 , 𝜇ex𝑖 , 𝑇, and 𝑉.
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𝐾′𝑗,des = exp [−(
𝑁species

∑
𝑖=1

𝜈𝑖,𝑗(𝜇0𝑖 + 𝜇ex𝑖 )
𝑅𝑇 + 𝜈S,𝑗ln [

𝜌pure
𝜌0

])] (𝑉𝜌0)𝜈total,solute,𝑗 (B.4)

Using the values of 𝜇0𝑖 (computed by quantum chemical calculations [82, 96]),
𝜇ex𝑖 (computed by Monte Carlo simulations [82, 96, 97]), 𝑇, 𝑉, and 𝜌pure, we can
compute the equilibrium constant 𝐾′des for any reaction.

The equilibrium constants can also be defined with the number molecules of
each species or the mole fraction of each species:

𝐾𝑗 =
𝑁species

∏
𝑖=1

𝑋𝜈𝑖,𝑗𝑖 (B.5)

where 𝑋𝑖 is the mole fraction of species 𝑖. Note that the summation in Eq. (B.5) in-
cludes the solvent mole fraction and originates from defining the chemical potential
of the species using a pure-liquid reference state [197]:

𝜇𝑖 = 𝜇∗𝑖 + 𝑅𝑇ln[𝑋𝑖𝛾𝑖] (B.6)

where 𝛾𝑖 is the activity coefficient of species 𝑖 and 𝜇∗𝑖 is the reference chemical
potential of the pure component 𝑖 in the liquid phase. 𝛾𝑖 is incorporated into 𝐾𝑗 in
our calculations and assumed constant. To convert 𝐾′𝑗 to 𝐾𝑗, we divide the right-
hand side of Eq. (B.5) with the right-hand side of Eq. (B.3) so:

𝐾𝑗 = 𝐾′𝑗
𝑋𝜈s,𝑗s

exp [−𝜈s,𝑗 (
1−𝑋s
𝑋s
)] (∑𝑁species𝑖=1 𝑁𝑖)

𝜈total,solute,𝑗 (B.7)

The desired equilibrium constant 𝐾𝑗 (𝐾𝑗,des) as a function of 𝜇0, 𝜇ex, 𝑇, and 𝑉 can
be computed as:

𝐾𝑗,des = exp [−(
𝑁species

∑
𝑖=1

𝜈𝑖,𝑗(𝜇0𝑖 + 𝜇ex𝑖 )
𝑅𝑇 + 𝜈s,𝑗ln [

𝜌pure
𝜌0

]) + 𝜈s,𝑗 (
1 − 𝑋s
𝑋s

)]

( 𝑉𝜌0
∑𝑁species𝑖=1 𝑁𝑖

)
𝜈total,solute,𝑗

𝑋𝜈s,𝑗s

(B.8)

This means that 𝐾𝑗,des = 𝐾𝑗 at equilibrium. 𝐾𝑗,des can be constant or it can be
solved iteratively for changing values of 𝑋s. In CASpy, we solve 𝐾𝑗,des iteratively for
changing values of 𝑋s. That means that we compute new values of 𝑋s and 𝐾𝑗,des in
every iteration of the solver and this is continued until the difference between the
new 𝑋s and the old 𝑋s no longer changes (< 10−3).
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B.2. Input File for the Chemical Reaction
Equilibrium Solver CASpy

In this section, we explain the input file for CASpy in detail. For this purpose, we
used the CO2/MDEA/water system as a case study. The reactions (Reactions R1–
R4 of Chapter 3) and the mass balance equations (Eqs. (3.9) to (3.12)) involved in
this system are shown in the Methods section of Chapter 3. Note that the input file
should be in the same directory with main.py and functions.py for solver to per-
form properly. An example input file for CO2/MDEA/water system (see Section 3.2.2
for details of this system) is:

Temperature (K)
313.15
Number of Species
8
C0 (initial guess) / [mol/dm3]
1.0e-10 3.0e-10 1.0e-10 55.0638 2.500E-05 1.0e-10 1.0e-10 2.5
Names of species
HCO3- H3O+ CO3-- H2O CO2 OH- MDEAH+ MDEA
Charges
-1 1 -2 0 0 -1 1 0
Name of the solvent
H2O
Pure Density of the Solvent / [mol/dm3]
55.0638
mu^0 species / [kJ/mol] (only for the calculation of K_j,des)
0.0 -338.21 0.0 -965.23 0.0 0.0 -7428.61 -7758.70
mu^ex species / [kJ/mol] (only for the calculation of K_j,des)
0.0 -771.50 0.0 -27.83 0.0 0.0 -586.34 -43.77
Impose Ptotal and gas composition? (T=True or F=False)
F
Ptotal / [kPa] (only used if Ptotal and gas composition is imposed)
0.0
Gas phase species
CO2
Gas phase composition (only used if Ptotal and gas composition is imposed)
1
mu^ex gases / [kJ/mol]
0.41013
Ctotal,gas / [mol/dm3] (Total concentration of the gases in liquid phase)
2.5E-05 4.06E-05 6.6E-05 1.07E-04 1.74E-04 2.82E-04 4.58E-04 7.44E-04
Number of Reactions
4
Stoichiometry
1 1 0 -2 -1 0 0 0
-1 1 1 -1 0 0 0 0
0 1 0 -1 0 0 -1 1
0 1 0 -2 0 1 0 0
ln(K) for reactions (if QMMC then computed using K_des expression)
-18.34 -27.55 QMMC -39.21
Number of mass balance equations (excluding charge neutrality)
3
Balances
1 3 5
7 8
2 4 6
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The lines in the input file represent the following:

• Temperature: The absolute temperature.

• Number of Species: Number of species in the liquid phase.

• C0 (initial guess): Initial guess of the composition in the liquid phase.
This is a list of initial concentrations of species in mol dm−3. In our example,
we used a lean solvent (only MDEA and water in the solution) as our initial
guess. Note that none of the concentrations in the initial guess should be zero
(due to the boundaries we use in our solver), instead, one can input a very
low concentration. If any concentration in the initial guess is inputted zero
or lower than zero (≤ 0), then it is changed by 10−10 mol dm−3. Although
the solver works if the initial guess does not satisfy charge neutrality, we
recommend an initial guess that satisfies charge neutrality for quicker results.
The solver does not print a warning if charge neutrality is not satisfied by the
initial guess and will continue to run.

• Names of species: Names of the species in the liquid phase.

• Charges: Net charges of the molecules/ions in the liquid phase.

• Name of the solvent: The name of the solvent.

• Pure Density of the Solvent: Density of the pure solvent in mol dm−3.
The name of the solvent and the pure density of the solvent are used to
compute the desired equilibrium constants of reactions using Eq. (B.8).

• mu^0 species: A list of the values of 𝜇0𝑖 in kJmol−1 for the species in-
volved in reactions. Only used if the equilibrium constants are computed
using Eq. (B.8). See Table B.6 for the values of 𝜇0𝑖 used in this example.

• mu^ex species: A list of the values of 𝜇ex𝑖 in kJmol−1 for the species
involved in reactions. Only used if the equilibrium constants are computed
using Eq. (B.8). See Tables B.7 and B.9 for the values of 𝜇ex𝑖 used in this
example.

• Impose Ptotal and gas composition? (T=True or F=False): Are
the total gas pressure and the gas composition imposed in the calculation?
If True, the solver assumes an infinite gas phase and the speciations are
computed for all Ptotal (in kPa) listed in the next line. If the total gas pressure
and gas composition are imposed, no mass balance equation is used for the
species in the gas phase since there is mass transfer from the infinite gas
phase to the liquid phase.

• Ptotal / [kPa] (only used if Ptotal and gas composition
is imposed): The list of total gas pressures. Used only if the total gas
pressure and gas composition are imposed to compute the partial pressures
of the species in the gas phase.
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• Gas phase species: The names of the species in the gas phase.

• Gas phase composition (only used if Ptotal and gas compo-
sition is imposed): The composition of the gas phase. The values in
this list are normalized so the values sum up to 1.

• mu^ex gases / [kJ/mol]: The values of 𝜇ex𝑖 for the gas phase species in
the solvent.

• Ctotal,gas / [mol/dm3] (Total concentration of the gases
in liquid phase): A list of concentrations on the gas phase species in
the liquid phase in mol dm−3. Only used if the total gas pressure and gas
composition are not imposed.

• Number of Reactions: Number of reactions in the liquid phase.

• Stoichiometry: The stoichiometric coefficients of all species for each re-
action. See Section 3.2.2 for the reactions in CO2/MDEA/water system.

• ln(K) for reactions: The mole fraction-based equilibrium constants
(Eq. (3.3)) for each reaction in the liquid phase. In case the desired equi-
librium constant should be computed using Eq. (B.8), the input should be
“QMMC”.

• Number of mass balance equations: Number of mass balance equa-
tions.

• Balances: A list of species involved in each mass balance equation. For
example, the line “1 3 5” shows that the species at the first, third and fifth
place in the names line (HCO –

3 , CO 2–
3 , and CO2) are included in the first

mass balance equation (CO2 balance). See Section 3.2.2 for the mass balance
equations in CO2/MDEA/water system.

The output from CASpy is printed on a file called “output.log” on the same direc-
tory as the input file. First, the initial conditions are printed in the output file.
Then, for each solution (i.e. for each gas concentration listed under “Ctotal,gas /
[mol/dm3]”), CASpy prints:

• the total gas concentration for this solution as C𝑖 where 𝑖 is the name of the
gas species,

• maximum residual in the objective function,

• names of the species in the solution as specified in the input file,

• concentrations of each species at chemical equilibrium,

• mole fractions of each species at chemical equilibrium,

• the desired reaction equilibrium constants for the reactions specified in the
input file,
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• the actual reaction equilibrium constants computed using the mole fractions
of the species,

• and the values of the residuals corresponding to mass balance equations and
charge neutrality.

B.3. Computing 𝜇0𝑖 and 𝜇ex𝑖
B.3.1. Computing 𝜇0𝑖 using Quantum Chemistry Calculations
Quantum chemistry calculations [82, 96] or thermodynamic data sets such as the
JANAF tables [135, 136] can be used to compute molecular partition functions of
isolated molecules. Molecular partition functions can be used to compute heat
capacities, internal energies, or chemical potentials of species [77, 96]. In this
section, we explain how to obtain the standard ideal gas chemical potential of
species using the Gaussian09 software [78]. For more detail on molecular partition
functions, the reader is referred to Refs. [77, 96]. The standard ideal gas chemical
potential can be computed using the molecular partition function using [77, 96]:

𝜇0𝑖 = −𝑅𝑇 ln [
𝑞0,𝑖
𝜌0Λ3𝑖

] − 𝐷0,𝑖 (B.9)

where 𝜇0𝑖 is the standard ideal gas chemical potential of species 𝑖, 𝑅 is the ideal
gas constant, 𝑇 is the absolute temperature, 𝑞0,𝑖 is the molecular partition function
(excluding the translational part) of the molecule with the ground state energy
of the molecule is taken as zero [96], 𝜌0 is the reference number density of 1
molecule Å−3, Λ𝑖 is the thermal de Broglie wavelength of molecule 𝑖, and 𝐷0,𝑖 is the
atomization energy of molecule 𝑖, which is the energy required to break all bonds
in the molecule [343] (𝐷0,𝑖 > 0). The atomization energy of molecule 𝑖 can be
computed using [78, 96]:

𝐷0,𝑖 =
𝑁atoms,𝑖

∑
𝑗=1

𝑦𝑗𝜀e,𝑗 − 𝜀e,𝑖 − 𝜀ZPE,𝑖 (B.10)

where 𝑁atoms,𝑖 is the number of atoms in the molecule 𝑖, 𝑦𝑗 is the number of atoms
of type 𝑗 in molecule 𝑖, 𝜀e,𝑗 is the electronic energy of the atom of type 𝑗, 𝜀e,𝑖 is
the electronic energy of molecule 𝑖, and 𝜀ZPE,𝑖 is the zero point vibrational energy
of molecule 𝑖 (the vibrational energy at the ground state). The definition of 𝜇0𝑖 in
Eq. (B.9) is consistent with the reference state of the chemical potential used in the
definitions of Eq. (1.2) and Eq. (3.2) of Chapter 3. As explained in Chapter 3, other
definitions of the reference state of the chemical potential are also possible.

It should be noted that Gaussian09 [78] does not print the electronic energies
of individual atoms when the energy of a molecule is computed. Therefore, the
electronic energies of individual atoms must be computed separately. It is also im-
portant that the zero point energy is included in the electronic energy computed by
Gaussian09, so the zero point energy should not be subtracted from the electronic
energies of the individual atoms (Eq. (B.10)). Also, larger molecules such as MDEA
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and MEA has many different conformers with different ground state energies. A
conformer search must be performed for these type of molecules to obtain the free
energies of conformers. Although the conformers with similar free energies can
be accounted using a “lumping” procedure [344], we only use the conformer with
minimum free energy since the differences between the free energy of the con-
former with minimum free energy and the free energies of the other conformers
are large (>> 1𝑘B𝑇). The standard state ideal chemical potential of a molecule can
be computed using Gaussian09 (with the Freq keyword). However, Gaussian09
uses a different reference state (𝑃0 = 1 bar) than Brick-CFCMC (𝜌0 = 1 molecule
Å−3). The standard state ideal gas chemical potential at the Gaussian09 reference
state (𝜇G𝑖 ) can be computed using:

𝜇G𝑖 = −𝑅𝑇 ln [
𝑞0,𝑖𝑘B𝑇
𝑃0Λ3𝑖

] − 𝐷0,𝑖 (B.11)

Also in Eq. (B.11), 𝑞0,𝑖 is used with the ground state energy of the molecule as
a reference. The value of the term 𝑞0,𝑖𝑘B𝑇

𝑃0Λ3𝑖
and its natural logarithm can be com-

puted by Gaussian09 [78] when frequency calculations are enabled (with the Freq
keyword). The logarithm term in Eq. (B.11) is printed by Gaussian09 [78] in the
thermochemistry section of the output file. The line “Total V=0” in the table
where “Q” is tabulated shows the term 𝑞0,𝑖𝑘B𝑇

𝑃0Λ3𝑖
and its natural logarithm. We can

use this value tabulated in the thermochemistry section of Gaussian09 output di-
rectly in Eq. (B.11). To use the values of 𝜇G𝑖 computed by Gaussian09 in CASpy (or
Brick-CFCMC [96, 97, 123]), a conversion is needed to the correct reference state.
The conversion from 𝜇G𝑖 (Eq. (B.11)) to 𝜇0𝑖 (Eq. (B.9)) can be performed using:

𝜇0𝑖 = 𝜇G𝑖 + 𝑅𝑇 ln [
𝑘B𝑇𝜌0
𝑃0

] (B.12)

As an example, we will compute the value of 𝜇0𝑖 for water at 313.15 K. We
optimized and computed free energy of water at 313.15 K using the G4 method.
Below the input file to compute the value of 𝜇0𝑖 for water (including an geometry
optimization step) using Gaussian09 [78] can be found:

%Chk=h2o.chk
#p G4 Opt Freq pop=(nbo,esp) Temperature=313.15 Volume

H2O

0 1
O 0.00000 -0.11195 0.00000
H -0.78304 0.49423 0.00000
H 0.78304 0.49423 0.00000

We show a small part of the Gaussian09 [78] output below.
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1 ...
2 -------------------
3 - Thermochemistry -
4 -------------------
5 Temperature 313.150 Kelvin. Pressure 1.00000 Atm.
6 Atom 1 has atomic number 8 and mass 15.99491
7 Atom 2 has atomic number 1 and mass 1.00783
8 Atom 3 has atomic number 1 and mass 1.00783
9 Molecular mass: 18.01056 amu.

10 Principal axes and moments of inertia in atomic units:
11 1 2 3
12 Eigenvalues -- 2.26052 4.11754 6.37806
13 X 0.00000 0.00000 1.00000
14 Y 1.00000 0.00000 0.00000
15 Z 0.00000 1.00000 0.00000
16 This molecule is an asymmetric top.
17 Rotational symmetry number 2.
18 Rotational temperatures (Kelvin) 38.31594 21.03534 13.57997
19 Rotational constants (GHZ): 798.37555 438.30579 282.96103
20 Zero-point vibrational energy 56124.9 (Joules/Mol)
21 13.41416 (Kcal/Mol)
22 Vibrational temperatures: 2405.69 5472.96 5621.88
23 (Kelvin)
24

25 Zero-point correction= 0.021377
26 Thermal correction to Energy= 0.024355
27 Thermal correction to Enthalpy= 0.025347
28 Thermal correction to Gibbs Free Energy= 0.002646
29 Sum of electronic and zero-point Energies= -76.404700
30 Sum of electronic and thermal Energies= -76.401722
31 Sum of electronic and thermal Enthalpies= -76.400730
32 Sum of electronic and thermal Free Energies= -76.423431
33

34 E (Thermal) CV S
35 KCal/Mol Cal/Mol-Kelvin Cal/Mol-Kelvin
36 Total 15.283 6.016 45.490
37 Electronic 0.000 0.000 0.000
38 Translational 0.933 2.981 34.852
39 Rotational 0.933 2.981 10.629
40 Vibrational 13.416 0.054 0.008
41 Q Log10(Q) Ln(Q)
42 Total Bot 0.693662D-01 -1.158852 -2.668356
43 Total V=0 0.159514D+09 8.202800 18.887645
44 Vib (Bot) 0.435059D-09 -9.361452 -21.555540
45 Vib (V=0) 0.100046D+01 0.000200 0.000461
46 Electronic 0.100000D+01 0.000000 0.000000
47 Translational 0.339657D+07 6.531040 15.038276
48 Rotational 0.469418D+02 1.671560 3.848908
49

50 ...
51 Temperature= 313.150000 Pressure= 1.000000
52 E(ZPE)= 0.021065 E(Thermal)= 0.024044
53 E(CCSD(T))= -76.207699 E(Empiric)= -0.027788
54 DE(Plus)= -0.012885 DE(2DF)= -0.074805
55 E(Delta-G3XP)= -0.085401 DE(HF)= -0.009735
56 G4(0 K)= -76.397249 G4 Energy= -76.394271
57 G4 Enthalpy= -76.393279 G4 Free Energy= -76.415980
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Table B.1: Electronic energies (𝜀e) of the individual atoms related to Chapter 3 computed using Gaus-
sian09 with G4 composite method.

Atom 𝜀e / kJmol−1

H −1.313 × 103

O −1.970 × 105

N −1.433 × 105

C −9.933 × 104

58 1\1\GINC-C061\Mixed\G4\G4\H2O1\XXX\17-Jun-2022\0\\#p G4 Opt Freq po
59 p=(nbo,esp) Temperature=313.15 Volume\\H2O\\0,1\O,0,0.,-0.1042712687,0
60 .\H,0,-0.7563319142,0.4903906343,0.\H,0,0.7563319142,0.4903906343,0.\\
61 Version=EM64L-G09RevB.01\State=1-A1\MP2/GTBas1=-76.1967582\MP4/GTBas1=
62 -76.2072004\CCSD(T)/G3Bas1=-76.2076993\MP2/GTBas2=-76.2095143\MP4/GTBa
63 s2=-76.2200856\MP2/GTBas3=-76.2673009\MP4/GTBas3=-76.2820058\HF/GTLarg
64 eXP=-76.0573671\MP2/GTLargeXP=-76.3654584\HF/GFHFB1=-76.0648885\HF/GFH
65 FB2=-76.0666683\G4=-76.3972495\FreqCoord=0.,-0.1970441413,0.,-1.429260
66 1835,0.926703997,0.,1.4292601835,0.926703997,0.\PG=C02V C2(O1),SGV(H2
67 )\NImag=0\\0.66772935,0.,0.45904202,0.,0.,-0.00003485,-0.33386467,0.1
68 9890011,0.,0.36695722,0.26249795,-0.22952101,0.,-0.23069903,0.21793357
69 ,0.,0.,0.00001743,0.,0.,-0.00009409,-0.33386467,-0.19890011,0.,-0.0330
70 9255,-0.03179892,0.,0.36695722,-0.26249795,-0.22952101,0.,0.03179892,0
71 .01158744,0.,0.23069903,0.21793357,0.,0.,0.00001743,0.,0.,0.00007667,0
72 .,0.,-0.00009409\\0.,-0.00012296,0.,0.00010199,0.00006148,0.,-0.000101
73 99,0.00006148,0.\\\@
74 Job cpu time: 0 days 0 hours 0 minutes 27.4 seconds.
75 File lengths (MBytes): RWF= 18 Int= 0 D2E= 0 Chk= 3
76 Scr= 1
77 Normal termination of Gaussian 09 at Fri Jun 17 15:41:48 2022.
78 -----------------------------------------------------------------------

The Gaussian09 [78] output shows that the natural logarithm of the term
𝑞0,𝑖(𝑇)𝑘B𝑇
𝑃0Λ3

(𝑃0 = 1 bar) is computed as 18.89 (the line with “Total V=0” in thermo-
chemistry section of the output, line 43), the electronic energy (including the zero-
point energy) of the molecule is computed as -76.40 Hartree (−2.01 × 105 kJmol−1)
(line 56). From separate calculations, we computed the electronic energy of a hy-
drogen atom and an oxygen atom as -0.50 Hartree (−1.31 × 103 kJmol−1) and
-75.05 Hartree (−1.97 × 105 kJmol−1) at 313.15 K, respectively (Table B.1). Using
Eq. (B.10), we computed the atomization energy 𝐷0,water as 916.06 kJmol−1. Us-
ing Eq. (B.11), and Eq. (B.12), we compute the 𝜇0𝑖 of water as -965.23 kJmol−1 at
313.15 K.

B.3.2. Computing 𝜇0𝑖 using the JANAF Tables
Thermodynamic data sets such as the JANAF tables can also be used to compute 𝜇0𝑖
of a molecule. The JANAF tables provide thermodynamic functions and parameters
such as the Gibbs free energy, the enthalpy of formation, and heat capacity [135,
136] as a function of temperature. As explained in the previous section, we use
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the ground state energy as the reference state in our calculations, so the Gibbs
free energy values should be shifted to the enthalpy at 𝑇 = 0K. JANAF tables
use the same reference state as Gaussian09 (𝑃0 = 1 bar). Therefore, we use the
same symbol for the standard state ideal gas chemical potential computed using
the JANAF tables as the standard state ideal gas chemical potential computed using
Gaussian09 (𝜇G𝑖 ). Note that 𝜇G𝑖 should be converted to 𝜇0𝑖 using Eq. (B.12) to use
the correct reference state in Brick-CFCMC [96, 97] or CASpy. The standard ideal
gas chemical potential of a molecule can be computed in terms of the entries in
JANAF tables using [96]:

𝜇𝐺𝑖 = [𝐺0𝑖 (𝑇) − 𝐻0𝑖 (𝑇r)] − [𝐻0𝑖 (0K) − 𝐻0𝑖 (𝑇r)] − 𝐷0,𝑖 (B.13)

where 𝐺0𝑖 is the standard ideal gas Gibbs free energy of molecule 𝑖, 𝐻0𝑖 is the stan-
dard enthalpy of molecule 𝑖, 𝑇 is the absolute temperature, and 𝑇r is the reference
temperature (𝑇r = 298.15K for the JANAF tables). The terms −[𝐺0𝑖 (𝑇)−𝐻0𝑖 (𝑇r)]/𝑇
and [𝐻0𝑖 (𝑇) − 𝐻0𝑖 (𝑇r)] reported in the JANAF tables can be used to compute the
terms [𝐺0𝑖 (𝑇) − 𝐻0𝑖 (𝑇r)] and [𝐻0𝑖 (0K) − 𝐻0𝑖 (𝑇r)] in Eq. (B.13). The atomization
energy 𝐷0,𝑖 can also be computed using the JANAF tables using the difference be-
tween the enthalpy of formation of the molecule and the enthalpy of formation of
the individual atoms [96]:

𝐷0,𝑖 =
𝑁atoms,𝑖

∑
𝑗=1

𝑦𝑗Δ𝑓𝐻0𝑗 (0K) − Δ𝑓𝐻0𝑖 (0K) (B.14)

where 𝑁atoms,𝑖 is the number of atoms in molecule 𝑖, 𝑦𝑗 denotes the number of
atoms of type 𝑗 in molecule 𝑖, and Δ𝑓𝐻0 is the enthalpy of formation as tabulated in
the JANAF tables. As an example, we compute 𝜇0𝑖 of water at 313.15 K. The terms
−[𝐺0𝑖 (𝑇) − 𝐻0𝑖 (𝑇r)]/𝑇 and [𝐻0𝑖 (0K) − 𝐻0𝑖 (𝑇r)] are reported as 188.87 J K−1mol−1
and −9.904 kJmol−1 for water, respectively. Also, Δ𝑓𝐻0H2O(0K), Δ𝑓𝐻

0
H(0K), and

Δ𝑓𝐻0O(0K) are listed in the JANAF tables as −238.921 kJmol−1, 216.035 kJmol−1,
and 246.79 kJmol−1, respectively. Using the values of Δ𝑓𝐻0𝑖 (0K) and Eq. (B.14),
we computed the atomization energy 𝐷0,water as 917.84 kJmol−1. The 𝐷0,water com-
puted using quantum chemical calculations (916.06 kJmol−1) is in excellent agree-
ment with the 𝐷0,water computed using the JANAF tables. More accurate values of
𝐷0,𝑖 with more accurate quantum chemistry composite methods can be obtained,
as the value of 𝜇0𝑖 is sensitive to the value of 𝐷0,𝑖 (Eq. (B.9)). Using Eq. (B.13) and
Eq. (B.12), we computed 𝜇0𝑖 of water as -986.83 kJmol−1. The difference between
the value of 𝜇0𝑖 computed using quantum chemistry (-965.23 kJmol−1, see the pre-
vious section) and the value of 𝜇0𝑖 computed using JANAF tables is ca. 21 kJmol−1
which is well beyond the chemical accuracy of 4.18 kJmol−1 (1 kcalmol−1). More
accurate values of 𝜇0𝑖 can be obtained using other quantum chemistry composite
methods (methods that combine results of several calculations at different levels
of theory or basis sets for high accuracy) which is beyond the scope of this thesis
[345].
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B.3.3. Computing 𝜇ex𝑖 using Brick-CFCMC
Brick-CFCMC is an open source Monte Carlo simulation software to compute the
phase and reaction equilibria [96, 97]. Brick-CFCMC uses the efficient Continuous
Fractional Component Monte Carlo (CFCMC) method [96, 97, 114, 115, 123, 157]
for molecule insertions and deletions which allows us to compute partial molar
properties and 𝜇ex𝑖 . The CFCMC method uses a so-called “fractional” molecule group
to compute partial molar properties and the values of 𝜇ex𝑖 . An interaction scaling
factor 𝜆 is used to scale the interactions of the fractional molecule group with the
surrounding molecules. At 𝜆 = 1, the fractional molecule group has full interactions
with the surrounding molecules while at 𝜆 = 0, the fractional molecule group has
no interactions with the surrounding molecules. To compute 𝜇ex𝑖 , we can use two
different methods implemented in Brick-CFCMC. The first method is the “probability”
route and it uses the probability distribution of the interaction scaling factor 𝜆 at
𝜆 = 1 and 𝜆 = 0 to compute 𝜇ex𝑖 (Eq. (1.3)) [96, 97]. This method requires
a flat distribution of (observed) 𝜆 and this is obtained using a biasing function
[96, 97, 114, 115, 123, 157]. A rule of thumb for the flat distribution of 𝜆 is that the
difference between the maximum and minimum probabilities should be lower than
20%. The second method is thermodynamic integration [97]. In thermodynamic
integration, we use the average value of the derivative of the potential energy with
respect to 𝜆, ⟨𝜕𝑈𝜕𝜆 ⟩, and compute 𝜇

ex
𝑖 using [82, 97]:

𝜇ex𝑖 = ∫
1

0
d𝜆 ⟨𝜕𝑈𝜕𝜆 ⟩

𝑁𝑃𝑇
(B.15)

It is very challenging to obtain a flat probability distribution of 𝜆 in a single simula-
tion for large and/or polar molecules [97]. As mentioned in Section 3.2, we need
to compute 𝜇ex𝑖 of ionic and/or large molecules such as the hydronium ion (H3O

+)
and the protonated MDEA ion (MDEAH+). Using thermodynamic integration, a flat
probability distribution of 𝜆 is not required since ⟨𝜕𝑈𝜕𝜆 ⟩ term can be computed from
independent MC simulations at different and fixed values of 𝜆. Therefore, the ther-
modynamic integration as implemented in Brick-CFCMC is used to compute 𝜇ex𝑖
in Chapter 3. The term ⟨𝜕𝑈𝜕𝜆 ⟩ can only be computed for one charge-neutral frac-
tional group [96, 97]. The fractional group can consist of multiple molecules or
ions. In Chapter 3, we computed the 𝜇ex𝑖 of the reactants and reaction products of
MDEAH+ dissociation reaction. As the fractional group should be charge-neutral,
an HCO –

3 ion is added to the fractional groups. For example, 𝜇ex𝑖 of the reactants
of the MDEAH+ dissociation reaction (reaction R3 of Chapter 3) can be computed
using a fractional group consisting of one MDEAH+ ion, one H2O molecule, and
one HCO –

3 ion. 𝜇ex𝑖 of reaction products of MDEAH+ dissociation reaction can be
computed using a fractional group consisting of one MDEA molecule, one H3O

+ ion,
and one HCO –

3 ion. In this way, we can compute the difference between 𝜇ex𝑖 of
MDEAH+ + H2O and 𝜇ex𝑖 of MDEA + H3O+ (because the excess chemical potential
of HCO –

3 cancels out).
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Table B.2: The list of fractional groups for which we computed 𝜇ex𝑖 and the molecules included in the
fractional groups.

Fractional group name Molecules or ions included in fractional group

MDEA MDEA
H2O H2O
CO2 CO2
H2S H2S

MDEAH+ + HCO –
3 MDEAH+ and HCO –

3

H3O
+ + HCO –

3 H3O
+ and HCO –

3

B.4. Accounting for CO2 Evaporation in Sequential
Absorption of CO2 (First) and H2S (Second)

Dicko et al. [54] measured binary absorption of CO2 and H2S sequentially. In
their measurements, Dicko et al. [54] first loaded 50 wt.% MDEA/water solution
with fixed loadings of CO2 and then loaded H2S to the CO2 loaded solution. Dicko
et al. [54] assumed that the CO2 loading in the solution does not change during
H2S absorption. However, CO2 may evaporate from the solution to the gas phase
as the presence of H2S may shift the equilibrium between CO2 in the gas phase
and free CO2 in the liquid phase. For multi-component absorption, our chemical
reaction equilibrium solver was designed to compute simultaneous absorption of
all components in the gas phase. To account for the CO2 evaporation effect in
the experiments by Dicko et al. [54], we modified our solver so it also computes
the amount of evaporated CO2 to the gas phase during loading with H2S. In these
calculations, we first computed the speciation of a CO2 loaded 50 wt.% MDEA/water
solution at 323.15 K for fixed loadings of CO2 (CO2 loadings of 0.093, 0.306, 0.510,
and 0.706 molCO2 mol−1amine) as explained in Section 3.2. Next, we computed the
speciation of the H2S/CO2/MDEA/water system using the speciation obtained in
the previous computation as an initial guess. For computing the speciation of the
H2S/CO2/MDEA/water system at equilibrium, we have 11 variables (𝑁𝑖) and 11
equations to solve. To account for the effect of CO2 evaporation in the experiments
of Dicko et al. [54], we have one more variable additional to the concentrations
of the species in liquid phase (𝑁𝑖), which is the amount of CO2 evaporated to the
gas phase (𝑁CO2 ,gas). As a result of this, the CO2 balance in the system has an
additional term 𝑁CO2 ,gas. The CO2 balance in the H2S/CO2/MDEA/water system
changes from Eq. (3.16) to:

𝑁CO2 ,total − (𝑁CO2(aq.)
+ 𝑁HCO−3

+ 𝑁CO2−
3
+ 𝑁CO2 ,gas) = 0 (B.16)

We also have an additional equation derived using the chemical equilibrium between
the free CO2 absorbed in the liquid solution and the CO2 evaporated to the gas phase
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and the equilibrium condition (Eq. (1.1)):

CO2(g) −−−→←−−− CO2(aq.) (R7)

The chemical equilibrium between the free CO2 absorbed in the liquid solution and
the CO2 evaporated to the gas phase can be shown as:

𝑅𝑇𝑁CO2 ,gas
𝑉gas

=
𝑁CO2(aq.)

𝑅𝑇

𝑉liquidexp [
−𝜇exCO2
𝑅𝑇 ]

(B.17)

which results in:
𝑁CO2 ,liquid
𝑁CO2 ,gas

=
𝑉liquid
𝑉gas

exp [
−𝜇exCO2 ,liquid

𝑅𝑇 ] (B.18)

where 𝑁CO2 ,liquid represent the number of molecules of free CO2 in liquid phase,
𝑉liquid is the volume of the liquid phase, 𝑉gas is the volume of the gas phase, and
𝜇exCO2 ,liquid is the excess chemical potential of CO2 in liquid phase. Note that we

used
𝑉liquid
𝑉gas

= 0.3 in these calculations to mimic the conditions in the experiments
by Dicko et al. [54]. In total, we have 12 variables and 12 equations to solve
in computing the speciation of the H2S/CO2/MDEA/water system while accounting
for the effect of evaporating CO2 during sequential H2S absorption. We solved the
speciation in this system using a numerical least squares solver for nonlinear equa-
tions. Fig. B.1 shows the CO2 loading in 50 wt.% MDEA/water solution at 323.15 K
as a function of H2S loading during H2S absorption and comparison with the fixed
loading assumption. Results show that the amount of evaporated CO2 is the highest
for the highest initial CO2 loaded solution. For the solution with initial CO2 load-
ing of 0.093 molCO2 mol−1amine, the decrease in CO2 loading is between 0.6–26.9%
of the initial loading (5.58 × 10−4–2.50 × 10−2 molCO2 mol−1amine). The decrease
in the CO2 loading is between 9.5–44.6% of the initial CO2 loading (6.71 × 10−2–
3.14 × 10−1 molCO2 mol−1amine) for the solution with the highest initial CO2 loading
(0.706 molCO2 mol−1amine) Fig. B.2 shows the partial pressures of H2S as a function
of the H2S loading at 323.15 K for the fixed CO2 loading assumption (no CO2 evapo-
ration), by quantifying the effect of CO2 evaporation, and experimental results from
Dicko et al. [54]. The computed H2S partial pressures for fixed CO2 loading as-
sumptions are always higher than the H2S partial pressures computed quantifying
the effect of CO2 evaporation. This is expected because there is a lower amount of
CO2 for H2S to compete when we take the effect of CO2 evaporation into account,
so H2S can be absorbed by the solution at lower pressures. However, even with
the decrease in H2S partial pressures, the computed H2S isotherms does not agree
with the experimental isotherms [54].
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Figure B.1: Calculated CO2 loadings as a function of the H2S loadings during H2S absorption in CO2
loaded 50 wt.% MDEA/water solutions at 323.15 K. The dashed lines show the CO2 loading after the
correction (desorption of CO2 due to absorption of H2S) while solid lines show the fixed CO2 loading
assumption.
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Figure B.2: H2S pressure as a function of H2S loading. Solid lines represent simultaneous absorption of
CO2 and H2S while dashed lines represent sequential absorption of CO2 and then H2S (accounting for
the effect of evaporated CO2). Empty symbols represent the experimental results from Dicko et al. [54].
Color codings for solid lines, dashed lines, and empty symbols follow the color coding in the legend.
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Figure B.3: The values of 𝜇ex𝑖 for CO2 as a function of CO2 loading in 23 wt.% MDEA/water solutions at
313.15 K. To compute the values of 𝜇ex𝑖 for CO2 for different CO2 loadings, we changed the composition
of the simulation boxes to the speciations reported in Fig. 3.3. The dashed line represents the computed
value of 𝜇ex𝑖 for CO2 in pure water at 313.15 K.

B.5. Derivation of an Expression for the Henry
Constant of CO2 in Aqueous MDEA Solutions

Our aim is to derive an approximate expression for the Henry constant of CO2 in
aqueous MDEA solutions as a function of the equilibrium constants (𝐾) of reactions
R1–R4 of Chapter 3. The Henry constant of CO2 in aqueous MDEA solutions (𝐾H

CO2
)

can be expressed as:

𝐾H
CO2

= lim
𝑃CO2→0

𝑃CO2

𝑋CO2 ,total
(B.19)

where 𝑃CO2 is the partial pressure of CO2 in the gas phase and 𝑋CO2 ,total is the total

mole fraction of the free CO2, HCO
–
3 , and CO 2–

3 (𝑋CO2 ,total = 𝑋CO2 + 𝑋HCO−3 +
𝑋CO2−

3
). There is already an expression to compute 𝑃CO2 (Eq. (3.5)), so we need

to derive an expression for 𝑋CO2 ,total. As 𝑃CO2 approaches 0, we assume that the
solution is only composed of water and MDEA (𝑋MDEA + 𝑋H2O = 1) and the net
charge of the OH – ion is the only negative charge in the solution that balances
the positive charge from the MDEAH+ ion (𝑋MDEAH+ = 𝑋OH−) i.e. MDEA is a weak
base. By using the equilibrium constant of reaction R4 (𝐾R4) and replacing 𝑋OH−
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with 𝑋MDEAH+ , we obtain an expression for the mole fraction of the H3O
+ ion:

𝑋H3O+ =
𝐾R4𝑋2H2O

𝑋MDEAH+
(B.20)

By replacing the term 𝑋H3O+ with Eq. (B.20) in the equilibrium constant of reaction
R3 (𝐾R3), an expression to compute the mole fraction of MDEAH+ is obtained:

𝑋MDEAH+ = √
𝐾R4𝑋H2O𝑋MDEA

𝐾R3
(B.21)

The mole fraction of free CO2 in the solution can be computed using Eq. (3.5) and
total number of molecules (𝑁MDEA + 𝑁H2O) as:

𝑋CO2 =
𝑃CO2𝑉 exp [

−𝜇exCO2
𝑅𝑇 ]

𝑘B𝑇(𝑁MDEA + 𝑁H2O)
(B.22)

where 𝑉 is the volume of the liquid phase, 𝜇exCO2
is the excess chemical potential of

CO2, 𝑘B is the Boltzmann constant, and 𝑇 is the absolute temperature. By using
the equilibrium constant of reaction R1 (𝐾R1), we obtain an expression to compute
the mole fraction of HCO –

3 which is:

𝑋HCO−3 =
𝐾R1𝑋CO2𝑋2H2O

𝑋H3O+
(B.23)

By using the equilibrium constant of reaction R2 (𝐾R2), we can compute the mole
fraction of CO 2–

3 as:

𝑋CO2−
3
=
𝐾R2𝑋HCO−3𝑋H2O

𝑋H3O+
(B.24)

By summing Eq. (B.22), Eq. (B.23), and Eq. (B.24) up, an expression for 𝑋CO2 ,total
is obtained:

𝑋CO2 ,total =
𝑃CO2𝑉 exp [

−𝜇exCO2
𝑅𝑇 ]

𝑘B𝑇(𝑁MDEA + 𝑁H2O)
+
𝐾R1𝑋CO2𝑋2H2O

𝑋H3O+
+
𝐾R2𝑋HCO−3𝑋H2O

𝑋H3O+
(B.25)

Because we show the CO2 pressure as a function of the CO2 loading in our isotherms
(see Fig. 3.5), we prefer to compute the Henry coefficient of CO2 as:

𝐾H
CO2

= lim
𝑃CO2→0

𝑃CO2

𝛼CO2 ,total
(B.26)

where 𝛼CO2 ,total is the total loading of CO2 in the solution in the units of
molCO2 mol−1amine (𝛼CO2 ,total = 𝛼CO2 + 𝛼HCO−3 + 𝛼CO2−

3
where 𝛼CO2 , 𝛼HCO−3 , and
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Table B.3: The mole fractions of species and Henry constants of CO2 computed using Eq. (B.20)–
Eq. (B.24) and CASpy at 313.15 K and 1.2 × 10−7 kPa in 23 wt.% MDEA/water solutions

from Eq. (B.20)–Eq. (B.24) from CASpy

𝑋MDEAH+ 6.25 × 10−5 6.29 × 10−5

𝑋H3O+ 1.62 × 10−13 1.38 × 10−13

𝑋OH− 6.25 × 10−5 6.21 × 10−5

𝑋CO2 7.10 × 10−13 7.10 × 10−13

𝑋HCO−3 4.35 × 10−8 5.09 × 10−8

𝑋CO2−
3

2.78 × 10−7 3.81 × 10−7

𝐾H
CO2

/ kPamolamine mol−1CO2 0.0162 0.0149

Table B.4: Correlations reported by Plakia et al. [212] to compute mole fraction-based equilibrium
constants of reactions R1-R6 of Chapter 3. The mole fraction-based equilibrium constants are computed
using the expression ln[𝐾𝑗] = 𝐴 +

𝐵
𝑇 + 𝐶 ln[𝑇] where 𝑇 is the absolute temperature.

Reaction 𝐴 𝐵 𝐶

R1 231.465 -12092.1 -36.7816
R2 216.049 -12431.7 -35.4819
R3 -83.4914 -819.7 10.9756
R4 132.899 -13445.9 -22.4773
R5 214.582 -12995.4 -33.5471
R6 -32 -3338 0

𝛼CO2−
3
are the loadings of free CO2, HCO

–
3 , and CO 2–

3 , respectively). The mole
fractions computed using Eq. (B.22), Eq. (B.23), and Eq. (B.24) can be converted
to loading 𝛼𝑖 using:

𝛼𝑖 = 𝑋𝑖
(𝑁H2O + 𝑁MDEA)

𝑁MDEA
(B.27)

When we evaluate Eq. (B.20)–Eq. (B.24) using the equilibrium constants of the re-
actions R1–R4 of Chapter 3, 𝑉, and 𝜇exCO2

at 313.15 K and 1.2 × 10−7 kPa for 23 wt.%
MDEA/water solutions (𝑋H2O = 0.957 and 𝑋MDEA = 0.043), the approximate mole
fractions of the species in CO2/MDEA/water system are computed. Table B.3 shows
the mole fractions of the species and the Henry constant of CO2 in CO2/MDEA/water
system computed using Eq. (B.20)–Eq. (B.24) and our solver at 313.15 K and a low
pressure of 1.2 × 10−7 kPa in 23 wt.% MDEA/water solutions. The results show
that the mole fractions and Henry constant computed using Eq. (B.20)–Eq. (B.24)
are in excellent agreement with the mole fractions and Henry constant computed
numerically using our solver.
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Table B.5: Computed 𝜇ex𝑖 of CO2 (TraPPE [90] force field (Appendix C.3) with optimized potential
for CO2–H2O interactions [225] (Table C.10)) and H2S (force field from Kristóf and Lizsi [224] (Ap-
pendix C.4.1)) in water (TIP3P [222] force field (Appendix C.1.2)) as a function of temperature at 1 bar.

298.15 K 313.15 K 323.15 K

𝜇exCO2
/ [kJmol−1] -0.563 0.077 0.410

𝜇exH2S / [kJmol
−1] -2.514 -2.025 -1.786

Table B.6: Comparison of the values of 𝜇0𝑖 and 𝐷0,𝑖 computed using quantum chemistry calculations
(with G4 method) and JANAF tables at 313.15 K.

Species 𝜇0G4 / [kJmol−1] 𝜇0JANAF / [kJmol−1] 𝐷G40,𝑖 / [kJmol−1] 𝐷JANAF0,𝑖 / [kJmol−1]

MDEA -7758.70 N/A 7625.75 N/A
MDEAH+ -7428.61 N/A 7338.39 N/A
H2O -965.23 -986.83 916.06 917.78
H3O

+ -338.21 -383.14 284.91 312.91
CO2 -1657.34 -1674.24 1601.81 1597.92
OH– -649.47 -662.88 607.62 600.25
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Table B.7: Comparison of the computed values of 𝜇ex𝑖 in water with available data from literature and
𝜇ex𝑖 values derived from Henry constants at 298.15 K and 1 bar.

Species Force field 𝜇ex𝑖 (our calculations) / [kJmol−1] 𝜇ex𝑖 (literature [104]) / [kJmol−1] 𝜇ex𝑖 (from Henry constants) / [kJmol−1]

MDEA GAFF [95] -43.77 -43.01 N/A
H2O TIP3P [222] -27.83 -28.09 N/A
CO2 TraPPE [90] -0.60 1.25 0.44 [346]
H2S K-L [224] -2.63 N/A -2.40 [347]

Table B.8: Comparison of the values of 𝜇0𝑖 , 𝐷0,𝑖, and 𝜇𝐺𝑖 computed using different composite methods
in quantum chemistry calculations at 313.15 K.

Species 𝜇0G3 / [kJmol−1] 𝜇0G4 / [kJmol−1] 𝜇0CBS−QB3 / [kJmol−1] 𝜇0G3B3 / [kJmol−1] Standard deviation

MDEA -7756.55 -7758.7 -7760.17 -7755.58 2.05
H2O -964.11 -965.23 -964.48 -968.09 1.80
MDEAH+ -7425.49 -7428.61 -7431.06 -7425.80 2.62
CO2 -1655.89 -1657.34 -1659.49 -1654.16 2.26
H3O

+ -339.33 -338.21 -336.76 -340.26 1.51

𝐷G30 / [kJmol−1] 𝐷G40 / [kJmol−1] 𝐷CBS−QB30 / [kJmol−1] 𝐷G3B30 / [kJmol−1] Standard deviation

MDEA 7653.64 7652.75 7652.14 7652.81 0.62
H2O 915.87 916.06 917.01 916.30 0.50
MDEAH+ 7338.86 7338.39 7338.59 7338.49 0.20
CO2 1602.40 1601.81 1600.93 1601.58 0.61
H3O

+ 284.64 284.91 285.47 285.45 0.41

Species 𝜇GG3 / [kJmol−1] 𝜇GG4 / [kJmol−1] 𝜇GCBS−QB3 / [kJmol−1] 𝜇GG3B3 / [kJmol−1] Standard deviation

MDEA -7784.76 -7786.91 -7788.38 -7783.79 2.05
H2O -992.32 -993.44 -992.69 -996.30 1.80
MDEAH+ -7453.70 -7456.82 -7459.27 -7454.01 2.62
CO2 -1684.10 -1685.55 -1687.70 -1682.37 2.26
H3O

+ -367.54 -366.42 -364.97 -368.47 1.51
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Table B.9: Linear regression fit parameters of the computed values of 𝜇ex𝑖 as a function of charge scaling
factor 𝜒. The analytic expression to compute 𝜇ex𝑖 is: 𝜇ex𝑖 = 𝐴 ×𝜒 +𝐵. The values of 𝐴 and 𝐵 shown in
this table are in kJmol−1.

GAFF OPLS-AA
𝐴 𝐵 𝑅2 𝐴 𝐵 𝑅2

𝜇exMDEA -31.40 -13.39 0.963 -68.24 37.51 0.999
𝜇exMDEAH++HCO−3

-1030.80 444.46 0.997 -988.89 440.99 0.998

𝜇exH3O++HCO−3
-1392.01 620.51 0.997 -1392.01 620.51 0.997

Table B.10: Linear regression fit parameters of the computed values of the equilibrium constant of
the MDEAH+ dissociation reaction (ln [𝐾R3,des]) as a function of charge scaling factor 𝜒. The analytic
expression to compute ln [𝐾R3,des] is: ln [𝐾R3,des] = 𝐴 × 𝜒 + 𝐵.

𝐴 𝐵 𝑅2

ln [𝐾R3,des] (GAFF-only the ions are scaled) 139.24 -174.46 0.998
ln [𝐾R3,des] (GAFF-the ions and MDEA are scaled) 175.48 -211.18 0.998
ln [𝐾R3,des] (OPLS–AA-only the ions are scaled) 154.83 -180.62 0.998
ln [𝐾R3,des] (OPLS–AA-the ions and MDEA are scaled) 181.02 -206.97 0.997
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C.1. Force Field Details for Water
C.1.1. SPC/E
This force field is used in Chapters 2 and 4 of this thesis and Refs. [97, 301].

Table C.1: The atom types and coordinates of the SPC/E [188] water molecule.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

O 0.0000 0.000 0.000
H -0.817 0.577 0.000
H 0.817 0.577 0.000

Table C.2: Non-bonded interaction parameters for SPC/E water [188].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

O 78.177 3.166 -0.8476
H 1.0000 1.000 0.4238

C.1.2. TIP3P
This force field is used in Chapter 3 of this thesis and reference [5].

Table C.3: The atom types and coordinates of the TIP3P [222] water molecule.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

O 0.000 0.000 0.000
H -0.757 0.586 0.000
H 0.757 0.586 0.000

Table C.4: Non-bonded interaction parameters for TIP3P water [222].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

O 76.5414 3.15061 -0.834
H 0.00000 0.00000 0.417
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C.1.3. TIP4P/2005
This force field is used in Chapter 5 of this thesis and Ref. [348].

Table C.5: The atom types and coordinates of the TIP4P/2005 [94] water molecule. The atom type M
represents the dummy charge site in the TIP4P/2005 force field.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

O 0.00000000 0.00000000 0.00000000
H -0.75695033 0.58588228 0.00000000
H 0.75695033 0.58588228 0.00000000
M 0.00000000 0.15000000 0.00000000

Table C.6: Force field parameters for TIP4P/2005 [94] water.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

O 81.899 3.16435 0.00000
H 0.0000 0.00000 0.52422
M 0.0000 0.00000 -1.04844

C.2. Force Field Details for NaCl
This force field is used in Chapter 2 of this thesis and Ref. [97].

Table C.7: Non-bonded interaction parameters for NaCl force field from Joung and Cheatham [189].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

Na 177.46 2.159 1.000
Cl 6.4340 4.830 -1.000

C.3. Force Field Details for CO2
This force field is used in Chapters 3 to 5 of this thesis and Refs. [5, 301, 348].

Table C.8: The atom types and coordinates of the TraPPE [90] CO2 molecule.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

C 1.16 0.00 0.00
O 0.00 0.00 0.00
O 2.32 0.00 0.00
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Table C.9: Non-bonded interaction parameters for TraPPE carbon dioxide [90].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

O 79.0 3.05 -0.35
C 27.0 2.80 0.70

Table C.10: Non-bonded interaction parameters for the optimized potential between carbon dioxide and
water developed by [225].

Atoms 𝜀/𝑘B / [K] 𝜎 / [Å]

OCO2
–OH2O 79.14 3.058

CCO2
–OH2O 53.04 3.052

C.4. Force Field Details for H2S
C.4.1. Force Field from Kristóf and Lizsi
This force field is used in Chapters 3 and 4 of this thesis and Refs. [5, 301].

Table C.11: The atom types and coordinates of the H2S molecule. The force field from Kristóf and Lizsi
[224] was used. “X” designates the dummy charge in the force field. “X” site is coplanar with the S and
H sites and is located at the bisector of the H–S–H angle.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

S 0.000 0.000 0.000
H 0.964 -0.931 0.000
H -0.964 -0.931 0.000
X 0.000 -0.186 0.000

Table C.12: Non-bonded interaction parameters for hydrogen sulfide from Kristóf and Lizsi [224]. “X”
designates the dummy charge in the force field. “X” site is coplanar with the S and H sites and is located
at the bisector of the H–S–H angle.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

S 250.0 3.73 0.40
H 0.000 0.00 0.25
X 0.000 0.00 -0.90

C.4.2. TraPPE
This force field is used in Chapter 5 of this thesis and Ref. [348].
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Table C.13: The atom types and coordinates of the TraPPE [294] H2S molecule.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

S 0.00 0.00 0.00
H 1.34 0.00 0.00
H -1.34 0.00 0.00

Table C.14: Force field parameters for TraPPE hydrogen sulfide [294].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

S 125.0 3.60 -0.28
H 50.0 2.50 0.14

C.5. Force Field Details for HCO –
3

C.5.1. GAFF/RESP
This force field is used in Chapter 3 of this thesis and Ref. [5].

Table C.15: The atom types and coordinates of the rigid HCO –
3 ion.

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

OH -0.724 -0.764 0.0
O 1.521 -0.541 0.0
O 0.182 1.301 0.0
C 0.446 0.096 0.0
HO -0.306 -1.632 0.0

Table C.16: Non-bonded interaction parameters for HCO –
3 . For Lennard-Jones (LJ) interactions, the

General Amber Force Field (GAFF) [95] was used. For electrostatic interactions, two-step RESP fitted
point charges [229] were used. The point charges listed in this table sum up to -1.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

OH 105.8792 3.06469 -0.728557
O 105.6775 2.95992 -0.826268
C 43.27747 3.39967 1.057315
HO 0.000000 0.00000 0.323778
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C.5.2. OPLS-AA/Quantum Chemistry
This force field is used in Chapter 5 of this thesis and Ref. [348].

Table C.17: Non-bonded interaction parameters for HCO –
3 . The OPLS-AA force field [88, 89] with point

charges computed by quantum chemical calculations (MP2/6-311+G(2d,2p)) was used for HCO –
3 . The

point charges listed in this table are unscaled charges, i.e. 𝜒𝑞HCO −
3
= 1.0. The tabulated point charges

sum up to exactly -1. As explained in Chapter 5, in our simulations, these point charges are scaled by
0.90 or 0.75. The atom labels are as follows: C: carbon of HCO –

3 ; O1: oxygen connected to carbon in
HCO –

3 ; O2: oxygen connected to carbon in HCO –
3 ; OH: oxygen of OH group in HCO –

3 ; HO: hydrogen
of OH group in HCO –

3 .

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

C 35.190 3.55 1.15070
O1 105.58 2.96 -0.90698
O2 105.58 2.96 -0.86222
OH 85.470 3.12 -0.83705
HO 1.0000 1.00 0.45555

Table C.18: Harmonic bond stretching potential parameters for HCO –
3 . The OPLS-AA [88, 89] force

field is used for HCO –
3 . To compute the bonding potentials, we use 𝑈bond = 𝐾(𝑟 − 𝑟0)2 where 𝐾 is the

bond coefficient, 𝑟 is the distance between two atoms, and 𝑟0 is the equilibrium distance between two
atoms. The atom labels are designated in the caption of Table C.17.

Bond 𝑟0 / [Å] 𝐾/𝑘B / [K Å−2]

C–O 1.250 329800.9
C–OH 1.364 226235.4
OH-HO 0.945 278018.2

Table C.19: Harmonic bond bending angle potential parameters for HCO –
3 . The OPLS-AA [88, 89] force

field is used for HCO –
3 . To compute the angle potentials, we use 𝑈angle = 𝐾(𝜃 − 𝜃0)2 where 𝐾 is the

bending strength, 𝜃 is the bending angle between three atoms, and 𝜃0 is the equilibrium bending angle.
The atom labels are designated in the caption of Table C.17.

Angle 𝜃0 / [°] 𝐾/𝑘B / [K]

O–C–OH 121 40219.6
O–C–O 126 40219.6
C–OH–HO 113 17596.1
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Table C.20: OPLS-AA dihedral potential parameters for HCO –
3 . The OPLS-AA [88, 89] force field is

used for the dihedrals in HCO –
3 . To compute the dihedral potential for the dihedrals in this table, we

use 𝑈dihedral =
1
2𝐾1 [1 + cos(𝜙)]+ 1

2𝐾2 [1 − cos(2𝜙)]+ 1
2𝐾3 [1 + cos(3𝜙)]+ 1

2𝐾4 [1 − cos(4𝜙)] where
𝐾1 ..𝐾4 are the dihedral coefficients and 𝜙 is the dihedral angle. The values of 𝐾4 are 0 for all dihedrals
listed in this table. The atom labels are designated in the caption of Table C.17.

Dihedral 𝐾1/𝑘B / [K] 𝐾2/𝑘B / [K] 𝐾3/𝑘B / [K]

O–C–OH–HO 0.0 2765.1 0.0

C.6. Force Field Details for SH–

This force field is used in Chapter 5 of this thesis and Ref. [348].

Table C.21: Intermolecular force field parameters for SH – . The OPLS-AA force field [88, 89] with point
charges computed by quantum chemical calculations (MP2/6-311+G(2d,2p)) was used for SH– . The
point charges listed in this table are unscaled charges, i.e. 𝜒𝑞SH− = 1.0. The tabulated point charges
sum up to exactly -1. As explained in Chapter 5, in our simulations, these point charges are scaled by
0.90 or 0.75.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

S 125.69 3.55 -1.04173
H 1.0000 1.00 0.04173

Table C.22: Harmonic bond stretching potential parameters for SH – . The OPLS-AA [88, 89] force field
is used for SH – . To compute the bonding potentials, we use 𝑈bond = 𝐾(𝑟 − 𝑟0)2 where 𝐾 is the bond
coefficient, 𝑟 is the distance between two atoms, and 𝑟0 is the equilibrium distance between two atoms.

Bond 𝑟0 / [Å] 𝐾/𝑘B / [K Å−2]

S–H 1.351103 502745.3

C.7. Force Field Details for H3O
+

This force field is used in Chapter 3 of this thesis and Ref. [5].

Table C.23: The atom types and coordinates of the rigid H3O
+ ion [105].

Atom type 𝑥 / [Å] 𝑦 / [Å] 𝑧 / [Å]

OH -0.00044 -0.00003 0.04871
HO -0.01990 -0.94884 -0.19579
HO 0.82552 0.44398 -0.23683
HO -0.80407 0.47899 -0.24304
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Table C.24: Non-bonded interaction parameters for H3O
+ from Noroozi and Smith [105]. The point

charges listed in this table sum up to 1.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

OH 76.54135 3.15061 -1.2797
HO 1.000000 1.00000 0.7599

C.8. Force Field Details for MDEA
C.8.1. GAFF/RESP
This force field is used in Chapter 3 of this thesis and Ref. [5].

N3 C31

C32

C31 OH HO

H11

H11

H12 H12 H12

H13

H13

C33C31C31OHHO

H11

H11

H13

H13

C33

Figure C.1: Schematic representation showing atom type designations of the MDEA molecule for the
GAFF with RESP fitted point charges [95, 229].

Table C.25: Non-bonded interaction parameters for MDEA. For Lennard-Jones (LJ) interactions, the
General Amber Force Field (GAFF) [95] was used. For electrostatic interactions, two-step RESP fitted
point charges [229] were used. The point charges of the MDEA molecule sum up to zero and are not
scaled. Fig. C.1 shows the atom types designation of MDEA for the GAFF [95].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

OH 105.8789 3.06647 -0.715283
N3 85.54849 3.25000 -0.495858
C31 55.05302 3.39967 0.024816
C32 55.05302 3.39967 -0.041777
C33 55.05302 3.39967 0.290555
H11 7.900655 2.47135 0.060612
H12 7.900655 2.47135 0.059755
H13 7.900655 2.47135 0.015339
HO 0.000000 0.00000 0.427195
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Table C.26: Bond lengths of the MDEA molecule with the General Amber Force field (GAFF) [95]. The
bond lengths are fixed in MC simulations in Chapter 3.

Bond Bond length / [Å]

OH–HO 0.96
OH–C33 1.42
N3–C31 1.46
N3–C32 1.46
C31–H11 1.09
C31–C33 1.53
C32–H12 1.09
C33–H13 1.09

Table C.27: Bending potential parameters, the equilibrium angle (𝜃0) and the bending constant (𝐾) of
the MDEA molecule for the GAFF [95]. The bending potential was computed using𝑈Bending =

𝐾
2 (𝜃−𝜃0)

2

where 𝐾 is the bending constant, 𝜃 is the bending angle, 𝜃0 is the bending angle at equilibrium. Fig. C.1
shows the atom types designation of MDEA for the GAFF [95].

Bending 𝜃0 / [°] 𝐾/𝑘B / [K rad−2]

OH–C33–C31 110.19 67935.6
OH–C33–H13 110.26 51228.3
N3–C31–C33 111.04 66426.1
N3–C31–H11 109.88 49819.9
N3–C32–H12 109.88 49819.9
C31–N3–C32 112.35 64211.9
C31–C33–H13 109.56 46700.0
C33–OH–HO 107.26 47705.5
C33–C31–H11 109.56 46700.0
H11–C31–H11 108.46 39453.5
H12–C32–H12 108.46 39453.5
H13–C33–H13 108.46 39453.5
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Table C.28: Torsion potential parameters of the MDEA molecule for the GAFF [95]. The torsion potential
was computed using 𝑈Torsion = ∑5𝑖=0 𝑝𝑖cos𝑖(𝜙) where 𝑝0 ..𝑝5 are the torsion constants and 𝜙 is the
torsion angle. Fig. C.1 shows the atom types designation of MDEA for the GAFF [95]. The values of 𝑝4
and 𝑝5 are zero for all torsions in the MDEA molecule.

Torsion 𝑝0/𝑘B / [K] 𝑝1/𝑘B / [K] 𝑝2/𝑘B / [K] 𝑝3/𝑘B / [K]

N3–C31–C33–OH 78.28 234.84 0.0 -313.12
OH–C33–C31–H11 125.81 -125.81 0.0 0.0
N3–C31–C33–H13 78.28 234.84 0.0 -313.12
C31–N3–C31–C33 634.07 452.9 -483.10 -603.87
C31–N3–C31–H11 150.97 452.9 0.0 -603.87
C31–N3–C32–H12 150.97 452.9 0.0 -603.87
C31–C33–OH–HO 206.32 115.74 0.0 -322.06
C32–N3–C31–C33 634.07 452.9 -483.10 -603.87
C32–N3–C31–H11 150.97 452.9 0.0 -603.87
H11–C31–C33–H13 78.28 234.84 0.0 -313.12
H13–C33–OH–HO 83.87 251.61 0.0 -335.48
HO–OH–C33–H13 83.87 251.61 0.0 -335.48

C.8.2. OPLS-AA/1.14*CM1A
This force field is used in Chapter 3 of this thesis and Ref. [5].
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Figure C.2: Schematic representation showing atom type designations of the MDEA molecule for the
OPLS-AA force field [88, 89] with 1.14*CM1A point charges [349].
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Table C.29: Non-bonded interaction parameters for MDEA. For Lennard-Jones (LJ) interactions, the
OPLS-AA force field [88, 89] was used. For electrostatic interactions, 1.14*CM1A point charges [349]
were used. The point charges of the MDEA molecule sum up to zero and are not scaled. Fig. C.2 shows
the atom types designation of MDEA for the OPLS-AA force field [88, 89].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

HO 0.000000 0.00 0.40770
OH 85.548491 3.12 -0.58335
C1 33.212943 3.50 0.00440
C2 33.212943 3.50 -0.01000
C3 33.212943 3.50 0.02920
C4 33.212943 3.50 -0.02180
C5 33.212943 3.50 0.00700
H1 15.096792 2.50 0.10210
H2 15.096792 2.50 0.08810
H3 15.096792 2.50 0.09900
H4 15.096792 2.50 0.08300
H5 15.096792 2.50 0.08090
N1 85.548491 3.30 -0.64670

Table C.30: Bond lengths of the MDEA molecule with the OPLS-AA force field [88, 89]. The bond lengths
are fixed in MC simulations in Chapter 3.

Bond Bond length / [Å]

HO–OH 0.96
OH–C1 1.42
C1–C2 1.53
C1–H1 1.10
C2–N1 1.46
C2–H2 1.11
N1–C3 1.46
N1–C4 1.46
C3–C5 1.53
C3–H3 1.11
C4–H4 1.11
C5–H5 1.10
C5–OH 1.42
OH–HO 0.96
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Table C.31: Bending potential parameters, the equilibrium angle (𝜃0) and the bending constant (𝐾) of
the MDEA molecule for the OPLS-AA force field [88, 89]. The bending potential was computed using
𝑈Bending =

𝐾
2 (𝜃 − 𝜃0)

2 where 𝐾 is the bending constant, 𝜃 is the bending angle, 𝜃0 is the bending
angle at equilibrium. Fig. C.2 shows the atom types designation of MDEA for the OPLS-AA force field
[88, 89].

Bending 𝜃0 / [°] 𝐾/𝑘B / [K rad−2]

HO–OH–C1 108.50 55354.9
OH–C1–C2 109.50 50322.6
OH–C1–H1 109.50 35225.8
C1–C2–N1 109.47 56562.7
C1–C2–H2 110.70 37742.0
C2–N1–C3 107.20 52134.2
C2–N1–C4 107.20 52134.2
N1–C3–C5 109.47 56562.7
N1–C3–H3 109.50 35225.8
N1–C4–H4 109.50 35225.8
C3–C5–OH 109.50 50322.6
C3–C5–H5 110.70 37742.0
C5–OH–HO 108.50 55354.9
H4–C4–H4 107.80 33212.9
H3–C3–H3 107.80 33212.9
C5–C3–H3 110.70 37742.0
N1–C2–H2 109.50 35225.8
H4–C4–H4 107.80 33212.9
C5–C3–H3 110.70 37742.0
N1–C2–H2 109.50 35225.8
H5–C5–H5 107.80 33212.9
OH–C5–H5 109.50 35225.8
C2–C1–H1 110.70 37742.0
OH–C5–H5 109.50 35225.8
C2–C1–H1 110.70 37742.0
H2–C2–H2 107.80 33212.9
C3–N1–C4 107.20 52134.2
H1–C1–H1 107.80 33212.9
H4–C4–H4 107.80 33212.9
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Table C.32: Torsion potential parameters of the MDEA molecule for the OPLS-AA force field [88, 89]. The
torsion potential was computed using 𝑈Torsion =

𝐾1
2 (1 + cos𝜙) + 𝐾2

2 (1 − cos2𝜙) + 𝐾3
2 (1 + cos3𝜙) +

𝐾4
2 (1 − cos4𝜙) where 𝐾1 ..𝐾4 are the torsion constants and 𝜙 is the torsion angle. Fig. C.2 shows the
atom types designation of MDEA for the OPLS-AA force field [88, 89].

Torsion 𝐾1/𝑘B / [K] 𝐾2/𝑘B / [K] 𝐾3/𝑘B / [K] 𝐾4/𝑘B / [K]

C5–C3–N1–C2 215.17 420.00 64.47 -699.51
C5–C3–N1–C4 215.17 420.00 64.47 -699.51
C2–C1–OH–HO -53.40 461.01 87.56 -495.17
C3–N1–C2–C1 215.17 420.00 64.47 -699.51
C4–N1–C2–H2 140.96 422.76 0.00 -563.60
C3–N1–C2–H2 140.96 422.76 0.00 -563.60
H5–C5–C3–H3 75.53 226.48 0.00 -301.89
H2–C2–C1–H1 75.53 226.48 0.00 -301.89
H5–C5–C3–H3 75.53 226.48 0.00 -301.89
H5–C5–C3–N1 -492.64 611.95 356.73 -476.04
H2–C2–C1–OH 117.75 353.24 0.00 -470.99
H4–C4–N1–C2 140.96 422.76 0.00 -563.60
H3–C3–N1–C4 140.96 422.76 0.00 -563.60
H4–C4–N1–C3 140.96 422.76 0.00 -563.60
H3–C3–N1–C2 140.96 422.76 0.00 -563.60
H4–C4–N1–C2 140.96 422.76 0.00 -563.60
H1–C1–OH–HO 88.52 265.69 0.00 -354.33
HO–OH–C5–C3 -53.40 461.01 87.56 -495.17
HO–OH–C5–H5 88.52 265.69 0.00 -354.33
N1–C2–C1–H1 -492.64 611.95 356.73 -476.04
N1–C2–C1–OH 2012.91 -2012.91 0.00 0.00
OH–C5–C3–H3 117.75 353.24 0.00 -470.99
OH–C5–C3–N1 2012.91 -2012.91 0.00 0.00

C.8.3. OPLS-AA/Quantum Chemistry
This force field is used in Chapter 5 of this thesis and Ref. [348].
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Figure C.3: Schematic representation showing atom type designations of the MDEA molecule for the
OPLS-AA force field [88, 89] with point charges calculated using quantum chemistry calculations (MP2/6-
311+G(2d,2p)). Color code: black: hydrogen; blue: nitrogen; red: oxygen; grey: carbon.

Table C.33: Intermolecular force field parameters for MDEA. The OPLS-AA force field [88, 89] with
point charges computed by quantum chemical calculations (MP2/6-311+G(2d,2p)) was used for MDEA.
The point charges listed in this table are unscaled charges, i.e. 𝜒𝑞MDEA = 1.0. The tabulated point
charges sum up to zero. As explained in Chapter 5, in our simulations, these point charges are scaled
by 𝜒𝑞MDEA = 0.9. The atom labels are defined in Fig. C.3.

Atom 𝜖/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

N 85.47 3.30 -0.63525
C1 33.18 3.50 -0.26080
C2 33.18 3.50 -0.10893
C3 33.18 3.50 -0.11385
C4 33.18 3.50 0.06446
C5 33.18 3.50 0.06972
OH1 85.47 3.12 -0.78207
OH2 85.47 3.12 -0.77757
H1 15.08 2.50 0.16784
H2 15.08 2.50 0.16269
H3 15.08 2.50 0.14238
H4 15.08 2.50 0.17381
H5 15.08 2.50 0.15235
H6 15.08 2.50 0.17490
H7 15.08 2.50 0.14150
H8 7.54 2.50 0.12994
H9 7.54 2.50 0.12320
H10 7.54 2.50 0.12901
H11 7.54 2.50 0.12130
HO1 0.50 1.00 0.46226
HO2 0.50 1.00 0.46311



148 Appendix C

Table C.34: Harmonic bond stretching potential parameters for MDEA. The OPLS-AA [88, 89] force field
is used for MDEA. To compute the bonding potentials, we use 𝑈bond = 𝐾(𝑟 − 𝑟0)2 where 𝐾 is the bond
coefficient, 𝑟 is the distance between two atoms, and 𝑟0 is the equilibrium distance between two atoms.
The atom labels are defined in Fig. C.3.

Bond 𝑟0 / [Å] 𝐾/𝑘B / [K Å−2]

C–C 1.529 134735.7
C–H 1.090 170933.4
C–N 1.448 192048.7
C–O 1.410 160878.5
O–H 0.960 278018.2

Table C.35: Harmonic bond bending angle potential parameters for MDEA. The OPLS-AA [88, 89] force
field is used for MDEA. To compute the angle potentials, we use 𝑈angle = 𝐾(𝜃 − 𝜃0)2 where 𝐾 is the
bending strength, 𝜃 is the bending angle between three atoms, and 𝜃0 is the equilibrium bending angle.
The atom labels are defined in Fig. C.3.

Angle 𝜃0 / [°] 𝐾/𝑘B / [K]

C–C–H 110.70 18852.9
C–C–N 109.47 28254.3
C–C–O 109.50 25137.3
C–O–H 108.50 27651.0
H–C–H 107.80 16590.6
H–C–N 109.50 17596.1
H–C–O 109.50 25137.3

Table C.36: OPLS-AA dihedral potential parameters for MDEA. The OPLS-AA [88, 89] force field is used
for the dihedrals in MDEA, except for the N–C–C–O dihedral. For the N–C–C–O dihedral, we either
use the parameters reported by Cornell et al. [295] or Orozco et al. [296]. To compute the dihedral
potential for the dihedrals in this table, we use 𝑈dihedral =

1
2𝐾1 [1 + cos(𝜙)] + 1

2𝐾2 [1 − cos(2𝜙)] +
1
2𝐾3 [1 + cos(3𝜙)]+ 1

2𝐾4 [1 − cos(4𝜙)] where 𝐾1 ..𝐾4 are the dihedral coefficients and 𝜙 is the dihedral
angle. The values of 𝐾4 are 0 for all dihedrals listed in this table. The atom labels are defined in Fig. C.3.

Dihedral 𝐾1/𝑘B / [K] 𝐾2/𝑘B / [K] 𝐾3/𝑘B / [K]

H–C–N–C [88, 89] 0.00 0.00 281.54
C–N–C–C [88, 89] 209.14 -64.35 349.41
C–C–O–H [88, 89] -178.98 -87.48 247.35
N–C–C–O [295] 0.00 0.00 1407.69
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Table C.37: The optimized parameters for N–C–C–O dihedral from Orozco et al. [296]. All ener-
gies in this table are divided by the Boltzmann constant 𝑘B and reported in units of K. To com-
pute the dihedral potential for the N–C–C–O dihedral with the parameters in this table, we use
𝑈dihedral = ∑𝑖=1,9 [𝑎𝑖 cos𝑖−1(𝜙)] where 𝑎1 ..𝑎9 are the dihedral coefficients and 𝜙 is the dihedral angle.
The atom labels are defined in Fig. C.3.

Dihedral 𝑎1/𝑘B 𝑎2/𝑘B 𝑎3/𝑘B 𝑎4/𝑘B 𝑎5/𝑘B 𝑎6/𝑘B 𝑎7/𝑘B 𝑎8/𝑘B 𝑎9/𝑘B
N–C–C–O 57.00 5889.99 1231.11 -9428.99 -6584.23 14567.26 6614.81 -11345.20 2511.20

C.9. Force Field Details for MDEAH+

C.9.1. GAFF/RESP
This force field is used in Chapter 3 of this thesis and Ref. [5].
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Figure C.4: Schematic representation showing atom type designations of the MDEAH+ ion for the GAFF
[95] with RESP fitted point charges [229].

Table C.38: Non-bonded interaction parameters for MDEAH+. For Lennard-Jones (LJ) interactions, the
General Amber Force Field (GAFF) [95] was used. For electrostatic interactions, two-step RESP fitted
point charges [229] were used. The point charges of the MDEAH+ molecule sum up to 1 and are not
scaled. Fig. C.4 shows the atom types designation of MDEAH+ for the GAFF [95].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

OH 105.8789 3.06647 -0.700894
N4 85.54849 3.25000 0.168263
C31 55.05302 3.39967 -0.144533
C32 55.05302 3.39967 -0.606302
C33 55.05302 3.39967 0.274300
HX1 7.900655 2.47135 0.124590
HX2 7.900655 2.47135 0.228587
H1 7.900655 2.47135 0.033983
HN 7.900655 2.47135 0.313387
HO 0.000000 0.00000 0.473426
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Table C.39: Bond lengths of the MDEAH+ ion with the General Amber Force field (GAFF) [95]. The bond
lengths are fixed in MC simulations in Chapter 3.

Bond Bond length / [Å]

OH–HO 0.96
OH–C33 1.42
N4–C31 1.51
N4_C32 1.51
N4–C32 1.51
C31–HX1 1.09
C31–C33 1.53
C31–HX1 1.09
C32–HX2 1.09
C33–H1 1.10
N4–HN 1.03

Table C.40: Bending potential parameters, the equilibrium angle (𝜃0) and the bending constant (𝐾) of
the MDEAH+ ion for the GAFF [95]. The bending potential was computed using 𝑈Bending =

𝐾
2 (𝜃 −𝜃0)

2

where 𝐾 is the bending constant, 𝜃 is the bending angle, 𝜃0 is the bending angle at equilibrium. Fig. C.4
shows the atom types designation of MDEAH+ for the GAFF [95].

Bending 𝜃0 / [°] 𝐾/𝑘B / [K rad−2]

OH–C33–C31 110.19 67935.6
OH–C33–H1 110.26 51228.3
N4–C31–C33 114.21 64618.8
N4–C31–HX1 108.01 48913.0
N4–C32–HX2 108.01 48913.0
C31–N4–C31 109.66 63004.3
C31–N4–C32 109.66 63004.3
C31–N4–HN 110.11 46196.0
C31–C33–H1 109.56 46700.0
C32–N4–HN 110.11 46196.0
C33–OH–HO 107.26 47705.5
C33–C31–HX1 110.56 46497.9
HX1–C31–HX1 109.75 39453.5
HX2–C32–HX2 109.75 39453.5
H1–C33–H1 108.46 39453.5
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Table C.41: Torsion potential parameters of the MDEAH+ ion for the GAFF [95]. The torsion potential
was computed using 𝑈Torsion = ∑5𝑖=0 𝑝𝑖cos𝑖(𝜙) where 𝑝0 ..𝑝5 are the torsion constants and 𝜙 is the
torsion angle. Fig. C.4 shows the atom types designation of MDEAH+ for the GAFF [95]. The values of
𝑝4 and 𝑝5 are zero for all torsions in the MDEAH+ ion.

Torsion 𝑝0/𝑘B / [K] 𝑝1/𝑘B / [K] 𝑝2/𝑘B / [K] 𝑝3/𝑘B / [K]

N4–C31–C33–OH 72.47 217.39 1308.39 -289.86
OH–C33–C31–HX1 78.28 234.84 0.0 -313.12
N4–C31–C33–H1 78.28 234.84 0.0 -313.12
C31–N4–C31–C33 78.28 234.84 0.0 -313.12
C31–N4–C31–HX1 78.28 234.84 0.0 -313.12
C31–N4–C31–HX2 78.28 234.84 0.0 -313.12
C31–C33–OH–HO 206.32 115.74 0.0 -322.06
C32–N4–C31–C33 78.28 234.84 0.0 -313.12
C32–N4–C31–HX1 78.28 234.84 0.0 -313.12
HN–N4–C31–C33 78.28 234.84 0.0 -313.12
H1–C33–C31–HX1 78.28 234.84 0.0 -313.12
HX1–C31–N4–HN 78.28 234.84 0.0 -313.12
HX1–C32–N4–HN 78.28 234.84 0.0 -313.12
H1–C33–OH–HO 83.87 251.61 0.0 -335.48
C31–C33–OH–HO 206.32 115.74 0.0 -322.06

C.9.2. OPLS-AA/1.14*CM1A
This force field is used in Chapter 3 of this thesis and Ref. [5].
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Figure C.5: Schematic representation showing atom type designations of the MDEAH+ ion for the OPLS-
AA force field [88, 89] with 1.14*CM1A point charges [349].
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Table C.42: Non-bonded interaction parameters for MDEAH+. For Lennard-Jones (LJ) interactions, the
OPLS-AA force field [88, 89] was used. For electrostatic interactions, 1.14*CM1A point charges [349]
were used. The point charges of the MDEAH+ molecule sum up to 1 and are not scaled. Fig. C.5 shows
the atom types designation of MDEAH+ for the OPLS-AA force field [88, 89].

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

HO 0.000000 0.00 0.40485
OH 85.548491 3.12 -0.54030
C1 33.212943 3.50 -0.00870
C2 33.212943 3.50 -0.10110
C3 33.212943 3.50 -0.10380
C4 33.212943 3.50 -0.15560
C5 33.212943 3.50 -0.00980
H1 15.096792 2.50 0.11010
H2 15.096792 2.50 0.14220
H3 15.096792 2.50 0.14330
H4 15.096792 2.50 0.13400
H5 15.096792 2.50 0.10990
HX 0.000000 0.00 0.36670
N1 85.548491 3.25 -0.12980
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Table C.43: Bond lengths of the MDEAH+ ion with the OPLS-AA force field [88, 89]. The bond lengths
are fixed in MC simulations in Chapter 3.

Bond Bond length / [Å]

HO–OH 0.96
OH–C1 1.42
C1–C2 1.53
C1–H1 1.10
C2–N1 1.51
C2–H2 1.09
N1–C3 1.51
N1–C4 1.50
N1–HX 1.03
C3–C5 1.53
C3–H3 1.09
C4–H4 1.09
C5–OH 1.41
C5–H5 1.10
OH–HO 0.96
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Table C.44: Bending potential parameters, the equilibrium angle (𝜃0) and the bending constant (𝐾)
of the MDEAH+ ion for the OPLS-AA force field [88, 89]. The bending potential was computed using
𝑈Bending =

𝐾
2 (𝜃 − 𝜃0)

2 where 𝐾 is the bending constant, 𝜃 is the bending angle, 𝜃0 is the bending
angle at equilibrium. Fig. C.5 shows the atom types designation of MDEAH+ for the OPLS-AA force field
[88, 89].

Bending 𝜃0 / [°] 𝐾/𝑘B / [K rad−2]

HO–OH–C1 108.50 55354.9
OH–C1–C2 109.50 50322.6
OH–C1–H1 109.50 35225.8
C1–C2–N1 111.20 80516.2
C1–C2–H2 110.70 37742.0
C2–N1–C3 113.00 50322.6
C2–N1–C4 113.00 50322.6
C2–N1–HX 107.64 32357.4
N1–C3–C5 111.20 80516.2
N1–C3–H3 109.50 35225.8
N1–C4–H4 109.50 35225.8
C3–C5–OH 109.50 50322.6
C3–C5–H5 110.70 37742.0
C5–OH–HO 108.50 55354.9
C4–N1–HX 107.64 32357.4
C5–C3–H3 110.70 37742.0
OH–C5–H5 109.50 35225.8
H4–C4–H4 107.80 33212.9
N1–C2–H2 109.50 35225.8
H5–C5–H5 107.80 33212.9
C3–N1–HX 107.64 32357.4
C2–C1–H1 110.70 37742.0
C5–C3–H3 110.70 37742.0
H4–C4–H4 107.80 33212.9
H2–C2–H2 107.80 33212.9
C3–N1–C4 113.00 50322.6
H1–C1–H1 107.80 33212.9
OH–C5–H5 109.50 35225.8
H4–C4–H4 107.80 33212.9
H3–C3–H3 107.80 33212.9
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Table C.45: Torsion potential parameters of the MDEAH+ ion for the OPLS-AA force field [88, 89]. The
torsion potential was computed using 𝑈Torsion =

𝐾1
2 (1 + cos𝜙) + 𝐾2

2 (1 − cos2𝜙) + 𝐾3
2 (1 + cos3𝜙) +

𝐾4
2 (1 − cos4𝜙) where 𝐾1 ..𝐾4 are the torsion constants and 𝜙 is the torsion angle. Fig. C.5 shows the

atom types designation of MDEAH+ for the OPLS-AA force field [88, 89].

Torsion 𝐾1/𝑘B / [K] 𝐾2/𝑘B / [K] 𝐾3/𝑘B / [K] 𝐾4/𝑘B / [K]

C5–C3–N1–C4 365.87 -162.49 62.42 -265.69
C5–C3–N1–C2 365.87 -162.49 62.42 -265.69
C5–C3–N1–HX 87.32 261.96 0.00 -349.28
C2–C1–OH–HO -53.40 461.01 87.56 -495.17
C4–N1–C2–C1 365.87 -162.49 62.42 -265.69
C3–N1–C2–C1 365.87 -162.49 62.42 -265.69
C4–N1–C2–H2 76.01 227.92 0.00 -303.93
C3–N1–C2–H2 76.01 227.92 0.00 -303.93
HX–N1–C2–C1 87.32 261.96 0.00 -349.28
HX–N1–C2–H2 65.67 197.01 0.00 -262.68
H5–C5–C3–H3 75.53 226.48 0.00 -301.89
H2–C2–C1–H1 75.53 226.48 0.00 -301.89
H5–C5–C3–H3 75.53 226.48 0.00 -301.89
H5–C5–C3–N1 96.58 289.86 0.00 -386.44
H2–C2–C1–OH 117.75 353.24 0.00 -470.99
H4–C4–N1–C2 76.01 227.92 0.00 -303.93
H4–C4–N1–C3 76.01 227.92 0.00 -303.93
H3–C3–N1–C4 76.01 227.92 0.00 -303.93
H3–C3–N1–C2 76.01 227.92 0.00 -303.93
H4–C4–N1–C2 76.01 227.92 0.00 -303.93
H3–C3–N1–C4 76.01 227.92 0.00 -303.93
H4–C4–N1–HX 65.67 197.01 0.00 -262.68
H3–C3–N1–HX 65.67 197.01 0.00 -262.68
H4–C4–N1–HX 65.67 197.01 0.00 -262.68
H1–C1–OH–HO 88.52 265.69 0.00 -354.33
HO–OH–C5–C3 -53.40 461.01 87.56 -495.17
HO–OH–C5–H5 88.52 265.69 0.00 -354.33
N1–C2–C1–H1 96.58 289.86 0.00 -386.44
N1–C2–C1–OH 2012.91 -2012.91 0.00 0.00
OH–C5–C3–H3 117.75 353.24 0.00 -470.99
OH–C5–C3–N1 2012.91 -2012.91 0.00 0.00
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C.9.3. OPLS-AA/Quantum Chemistry
This force field is used in Chapter 5 of this thesis and Ref. [348].

Table C.46: Intermolecular force field parameters for MDEAH+. The OPLS-AA force field [88, 89]
with point charges computed by quantum chemical calculations (MP2/6-311+G(2d,2p)) was used for
MDEAH+. The point charges listed in this table are unscaled charges, i.e. 𝜒𝑞

MDEAH+
= 1.0. The tab-

ulated point charges sum up to exactly 1. As explained in Chapter 5, in our simulations, these point
charges are scaled by 0.90 or 0.75. The atom labels are defined in Fig. C.6.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

N 85.47 3.25 -0.47548
C1 33.18 3.50 -0.30317
C2 33.18 3.50 -0.14067
C3 33.18 3.50 -0.13852
C4 33.18 3.50 -0.00517
C5 33.18 3.50 -0.00620
OH1 85.47 3.12 -0.76945
OH2 85.47 3.12 -0.76864
H1 15.08 2.50 0.21511
H2 15.08 2.50 0.20877
H3 15.08 2.50 0.20350
H4 15.08 2.50 0.20965
H5 15.08 2.50 0.20554
H6 15.08 2.50 0.20990
H7 15.08 2.50 0.20690
H8 15.08 2.50 0.18279
H9 15.08 2.50 0.15767
H10 15.08 2.50 0.18284
H11 15.08 2.50 0.15725
HO1 1.00 1.00 0.49508
HO2 1.00 1.00 0.49556
HX 1.00 1.00 0.47674
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Figure C.6: Schematic representation showing atom type designations of the MDEAH+ ion for the OPLS-
AA force field [88, 89] with point charges calculated using quantum chemistry calculations (MP2/6-
311+G(2d,2p)). Color code: black: hydrogen; blue: nitrogen; red: oxygen; grey: carbon.

Table C.47: Harmonic bond stretching potential parameters for MDEAH+. The OPLS-AA [88, 89] force
field is used for MDEAH+. To compute the bonding potentials, we use 𝑈bond = 𝐾(𝑟 − 𝑟0)2 where 𝐾 is
the bond coefficient, 𝑟 is the distance between two atoms, and 𝑟0 is the equilibrium distance between
two atoms. The atom labels are defined in Fig. C.6.

Bond 𝑟0 / [Å] 𝐾/𝑘B / [K Å−2]

C–C 1.529 134735.7
C–H 1.090 170933.4
C–N 1.471 184507.5
C–O 1.410 160878.5
O–H 0.945 278018.2
N–H 1.01 218191.5

Table C.48: Harmonic bond bending angle potential parameters for MDEAH+. The OPLS-AA [88, 89]
force field is used for MDEAH+. To compute the angle potentials, we use 𝑈angle = 𝐾(𝜃 − 𝜃0)2 where 𝐾
is the bending strength, 𝜃 is the bending angle between three atoms, and 𝜃0 is the equilibrium bending
angle. The atom labels are defined in Fig. C.6.

Angle 𝜃0 / [°] 𝐾/𝑘B / [K]

C–C–H 110.70 18852.9
C–C–N 111.20 40219.6
C–C–O 109.50 25137.3
C–O–H 108.50 27651.0
C–N–C 113.00 25137.3
C–N–H 107.64 16163.3
H–C–H 107.80 16590.6
H–C–N 109.50 17596.1
H–C–O 109.50 17596.1
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Table C.49: OPLS-AA dihedral potential parameters for MDEAH+. The OPLS-AA [88, 89] force field is
used for the dihedrals in MDEAH+ except for the N–C–C–O dihedral. For the N–C–C–O dihedral, we used
the parameters reported by Orozco et al. [296] (Table C.37). To compute the dihedral potential for the
dihedrals in this table, we use 𝑈dihedral =

1
2𝐾1 [1 + cos(𝜙)]+ 1

2𝐾2 [1 − cos(2𝜙)]+ 1
2𝐾3 [1 + cos(3𝜙)]+

1
2𝐾4 [1 − cos(4𝜙)] where 𝐾1 ..𝐾4 are the dihedral coefficients and 𝜙 is the dihedral angle. The values
of 𝐾4 are 0 for all dihedrals listed in this table. The atom labels are defined in Fig. C.6.

Dihedral 𝐾1/𝑘B / [K] 𝐾2/𝑘B / [K] 𝐾3/𝑘B / [K]

C–C–O–H -178.98 -87.48 247.35
C–N–C–C 722.95 -62.34 132.72
H–C–N–C 0.00 0.00 151.83
N–C–C–H 0.00 0.00 193.05
H–C–N–H 0.00 0.00 131.22
H–C–O–H 0.00 0.00 176.97
H–C–C–O 0.00 0.00 235.28
H–N–C–C 0.00 0.00 174.45
H–C–C–H 0.00 0.00 150.82

C.10. Force Field Details for MEA
This force field is used in Chapter 4 of this thesis and Ref. [301].

Table C.50: Force field parameters for MEA. For Lennard-Jones (LJ) interactions, the OPLS-AA [88, 89]
force field was used while the atomic charges (corresponding to a charge neutral molecule) were
computed using quantum chemical calculations. Quantum chemical calculations were performed us-
ing Gaussian09 [78] at second order Møller-Plesset perturbation theory (MP2) [70] level using the 6-
311+G(2d,2p) basis set. The point charges listed in this table are scaled with 𝜒𝑞MEA = 0.80.

Atom 𝜀/𝑘B / [K] 𝜎 / [Å] 𝑞 / [𝑒−]

NT 85.600 3.30 -0.686816
H1 1.0000 1.00 0.271816
H2 1.0000 1.00 0.276432
CT1 33.200 3.50 -0.100352
CT2 33.200 3.50 0.048976
HT1 7.5533 2.50 0.108248
HT2 7.5533 2.50 0.133688
HT3 15.107 2.50 0.099312
HT4 15.107 2.50 0.106488
OH 85.605 3.12 -0.628376
HO 1.0000 1.00 0.370584
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Summary
Molecular simulations predict the thermodynamic and transport properties by com-
puting the interactions between the molecules in a system. These simulations offer
practical alternatives to address challenges arising from experimental limitations in
measuring Vapor-Liquid Equilibria (VLE) of acid gases at very low partial pressures
and the diffusivities in reactive solutions. In this thesis, we investigated how force
field-based molecular simulations can be used to compute reaction equilibria and
transport properties, relevant for absorption-based CO2 and H2S removal. We intro-
duced novel features to the Brick-CFCMC code (Chapter 2) and developed a versa-
tile chemical reaction equilibria solver, called CASpy, to compute the concentration
of species in any reactive liquid-phase absorption system, including CO2 and H2S
absorption in aqueous alkanolamine solutions (Chapter 3). We also investigated
transport properties of CO2 and H2S in aqueous solutions of two commonly used
alkanolamines, MEA (Chapter 4) and MDEA (Chapter 5). In Chapter 2, we focused
on the calculation of the excess chemical potential (𝜇ex) by implementing thermo-
dynamic integration with efficient bookkeeping, and the efficiency of MC simulations
by implementing hybrid MD/MC trial moves. Thermodynamic integration eliminated
the need for sampling the full 𝜆-space in a single MC simulation and enabled the
computation of 𝜇ex for ionic and/or polar species. The accuracy and reliability of
our approach was demonstrated for the computation of the excess chemical po-
tential of NaCl 𝜇exNaCl in water at infinite dilution, showing agreement with simula-
tions and experimental data from literature. We also implemented hybrid MD/MC
translation and rotation trial moves, demonstrating increased efficiency of MC sim-
ulations even when these trial moves consist of 0.1% of the trial moves. Chap-
ter 3 revealed crucial insights into gas absorption and computing reaction equilibria
using free energy and quantum chemistry calculations using CASpy. CASpy con-
sistently delivered correct numerical solutions at chemical equilibria, as shown by
the CO2 isotherms computed from very low (10−7 kPa) to high (104 kPa) pressures
in aqueous MDEA solutions. The computed single-component CO2 isotherms and
speciations in CO2-loaded aqueous MDEA solutions showed excellent agreement
with experimental data from literature. However, we faced challenges in achieving
agreement between the computed binary adsorption isotherms of CO2 and H2S in
aqueous MDEA solutions and experimental results from literature, indicating that
refitting of the reaction equilibrium constants is needed for H2S/CO2/MDEA/water
systems. The sensitivity of CO2 absorption isotherms in aqueous MDEA solutions
to the reaction equilibrium constants emphasizes the limitations of computing re-
action equilibria using free energy and quantum chemistry calculations. A sensi-
tivity analysis using different force fields (OPLS-AA force field and GAFF) and point
charge scaling factors showed the critical role of accurate point charges in molec-
ular simulations in computing accurate reaction equilibria as the computed values
of 𝜇ex𝑖 (and, consequently, the computed reaction equilibrium constants) are very
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sensitive to point charges of the molecules. The effect of temperature and MEA
concentration on the transport properties of acid gases in aqueous MEA solutions
is investigated in Chapter 4. We computed the densities of pure MEA and 30 wt.%
MEA/water solutions for a wide range of temperatures and scaling factors for MEA
point charges (𝜒𝑞MEA). Our results showed that a point charge scaling factor of
𝜒𝑞MEA = 0.80 played a crucial role in achieving agreement between the computed
densities and experimental data from literature. To validate this scaling factor, we
computed the viscosities and (finite-size corrected) self-diffusivities of pure MEA and
30 wt.% MEA/water solutions for a wide range of temperatures, showing excellent
agreement between the computed transport properties and experimental ones from
literature. The self-diffusivities of infinitely diluted CO2 and H2S in aqueous MEA
solutions highlighted the significant dependence of acid gas diffusivities on tem-
perature and, especially, MEA concentration in the solution. We also revealed an
intriguing observation: despite the higher molecular weight of CO2 (44.01 gmol−1)
compared to H2S (34.1 gmol−1), CO2 diffuses faster than H2S in aqueous MEA so-
lutions. This is because (1) H2S has the capability to form hydrogen bonds with the
surrounding molecules (water and MEA) which can impede its diffusion, and (2) the
linear shape of CO2 allows for less hindrance in diffusion compared to the spherical
H2S. Chapter 5 focuses on the transport properties of acid gases in unloaded and,
for the first time in literature, loaded aqueous MDEA solutions. Comparison be-
tween the computed densities and viscosities and experimental data from literature
showed that a scaling factor for the point charges of MDEA 𝜒𝑞MDEA = 0.90 is needed.
The computed self-diffusivities of CO2 and H2S in aqueous MDEA solutions revealed
a significant dependence on the MDEA concentration in the solution, as both CO2
and H2S diffuse ca. 3.5 times faster in 10 wt.% MDEA/solutions compared to 50
wt.% MDEA/water solutions. Using the computed radial distribution functions, we
showed that H2S has stronger interactions with the surrounding molecules, resulting
in a slower diffusion compared to CO2 in these solutions. Our results emphasized
the need for different point charge scaling factors for the reaction products of CO2
(𝜒𝑞products = 0.90) and H2S (𝜒𝑞products = 0.75) in acid gas-loaded aqueous MDEA
solutions. We showed a significant decrease in the self-diffusivities of free CO2,
HCO –

3 , and MDEAH+ in CO2-loaded solutions, suggesting a slowdown in CO2 ab-
sorption, with increasing CO2 loading. This was not the case for H2S absorption
since the self-diffusivities of free H2S, SH

– , and MDEAH+ in H2S-loaded aqueous
MDEA solutions did not exhibit significant changes with increasing H2S loading.



Samenvatting
Moleculaire simulaties voorspellen de thermodynamische en transporteigenschap-
pen van bulkmaterialen door de interacties tussen de moleculen in een systeem
te modelleren. Deze simulaties bieden een praktisch alternatief om uitdagingen
te lijf te gaan die voortkomen uit experimentele beperkingen bij het meten van
vloeistof-damp evenwichten (VLE) van CO2 en H2S bij zeer lage partiële drukken
en de diffusie coëfficiënten in reactieve oplossingen. In dit proefschrift hebben we
onderzocht hoe op krachtvelden gebaseerde moleculaire simulaties kunnen wor-
den gebruikt om reactie evenwichten en transporteigenschappen te berekenen die
relevant zijn voor op absorptie gebaseerde CO2- en H2S-verwijdering. We heb-
ben nieuwe functionaliteiten geïntroduceerd in de Brick-CFCMC software (Hoofd-
stuk 2) en een veelzijdige solver voor chemische reactie evenwichten ontwikkeld,
genaamd CASpy, om de concentratie van componenten in elk reactief vloeistoffase-
absorptiesysteem te berekenen, inclusief CO2 en H2S-absorptie in waterige alkano-
lamine oplossingen (Hoofdstuk 3). We hebben ook de transporteigenschappen van
CO2 en H2S onderzocht in waterige oplossingen van twee veelgebruikte alkano-
lamines, MEA (Hoofdstuk 4) en MDEA (Hoofdstuk 5). Brick-CFCMC is een state-
of-the-art open-source Monte Carlo (MC) simulatie code voor de berekening van
fase- en reactie evenwichten in verschillende ensembles met behulp van klassieke
krachtvelden. In Hoofdstuk 2 presenteren we verbeteringen in de open-source
Brick-CFCMC-simulatiecode door nieuwe functionaliteit te introduceren voor de be-
rekening van fase- en reactie evenwichten, namelijk thermodynamische integratie
en hybride MD/MC-trial moves. We concentreren ons op de berekening van de
zogenaamde excess chemische potentiaal (𝜇ex) met thermodynamische integratie
met efficiënte boekhouding van de verschillende interacties. Thermodynamische
integratie elimineert de noodzaak om de volledige 𝜆-ruimte te sampelen in een en-
kele MC simulatie en dit maakt de berekening van 𝜇ex voor ionische en/of polaire
componenten mogelijk. De nauwkeurigheid en betrouwbaarheid van onze aanpak
werd gedemonstreerd voor de berekening van de excess chemische potentiaal van
NaCl 𝜇exNaCl in water bij oneindige verdunning. Onze berekeningen komen over-
een met simulaties en experimentele gegevens uit de literatuur. We hebben ook
hybride MD/MC-translatie- en rotatie trial moves geïmplementeerd voor een ver-
hoogde efficiëntie van de MC simulaties, zelfs als deze trial moves slechts 0.1%
van alle trial moves uitmaken. Hoofdstuk 3 onthult cruciale inzichten in gasab-
sorptie voor het berekenen van reactie-evenwichten met behulp van vrije energie-
en kwantumchemische berekeningen met behulp van CASpy. CASpy levert con-
sistent correcte numerieke oplossingen van chemische reactie evenwichten, zoals
blijkt uit de CO2-isothermen berekend van zeer lage (10−7 kPa) tot hoge (104 kPa)
drukken in waterige MDEA-oplossingen. De berekende zuivere-component CO2 iso-
thermen en zogenaamde speciation van CO2-beladen waterige MDEA-oplossingen
lijn in goede overeenstemming met experimentele gegevens uit de literatuur. We

191



192 Samenvatting

werden echter geconfronteerd met uitdagingen bij het bereiken van overeenstem-
ming tussen de berekende binaire adsorptie-isothermen van CO2 en H2S in wa-
terige MDEA-oplossingen en experimentele resultaten uit de literatuur, wat erop
wijst dat het aanpassen van de reactie evenwichtsconstanten nodig is voor het
H2S/CO2/MDEA/water systeem. De gevoeligheid van CO2-absorptie-isothermen in
waterige MDEA-oplossingen voor de reactie-evenwichtsconstanten benadrukt de
beperkingen voor het berekenen van reactie-evenwichten met behulp van vrije
energie- en kwantumchemische berekeningen. Een gevoeligheidsanalyse met be-
hulp van verschillende krachtvelden (OPLS-AA en GAFF) en schaalfactoren voor
atomaire ladingen toont de cruciale rol aan van nauwkeurige atomaire ladingen
in moleculaire simulaties bij het berekenen van reactie evenwichten, aangezien de
berekende waarden van 𝜇ex𝑖 (en bijgevolg de berekende reactie evenwichtsconstan-
ten) zeer gevoelig zij voor de ladingen van de atomen in het systeem. Het effect van
temperatuur en MEA-concentratie op de transporteigenschappen van zure gassen
(CO2 en H2S) in waterige MEA-oplossingen wordt onderzocht in Hoofdstuk 4. We
berekenen de dichtheden van zuivere MEA en 30 massa% MEA/water-oplossingen
voor verschillende temperaturen en schaalfactoren voor de ladingen van de atomen
in MEA (𝜒𝑞MEA). Onze resultaten toonden aan dat een schaalfactor voor atomaire
ladingen van 𝜒𝑞MEA = 0, 80 een cruciale rol speelt bij het bereiken van overeenstem-
ming tussen de berekende dichtheden en experimentele gegevens uit de literatuur.
Om deze schaalfactor te valideren, berekenen we de viscositeit en zelf-diffusie co-
ëfficiënten (die laatste gecorrigeerd voor de eindige systeem grootte) van zuivere
MEA- en 30 massa% MEA/water-oplossingen voor een breed temperatuurbereik,
wat een uitstekende overeenkomst aantoont tussen de berekende transporteigen-
schappen en experimentele waardes uit de literatuur. De zelf-diffusie coëfficiën-
ten van oneindig verdund CO2 en H2S in waterige MEA-oplossingen benadrukken
de grote afhankelijkheid van de temperatuur en vooral de MEA-concentratie in de
oplossing. We onthulden ook een intrigerende observatie: ondanks het hogere
molecuulgewicht van CO2 (44,01 gmol−1) vergeleken met H2S (34,1 gmol−1), dif-
fundeert CO2 sneller dan H2S in waterige MEA-oplossingen. Dit komt omdat (1)
H2S de mogelijkheid heeft om waterstofbruggen te vormen met de omringende
moleculen (water en MEA) die de diffusie ervan kunnen belemmeren, en (2) de
lineaire vorm van CO2 resulteert in minder hinder bij diffusie vergeleken met het
meer bolvormige H2S. Hoofdstuk 5 richt zich op de transporteigenschappen van
zure gassen in onbeladen en (voor het eerst in de literatuur) met CO2 en H2S
beladen waterige MDEA-oplossingen. Een vergelijking tussen de berekende dicht-
heden en viscositeiten en experimentele gegevens uit de literatuur tonen aan dat
een schaalfactor voor de atomaire ladingen van MDEA 𝜒𝑞MDEA = 0, 90 nodig is. De
berekende zelfdiffusie coefficienten van CO2 en H2S in waterige MDEA-oplossingen
laten een significante afhankelijkheid van de MDEA-concentratie in de oplossing
zien, aangezien zowel CO2 als H2S ca. 3,5 keer sneller diffunderen in 10 massa%
MDEA oplossingen vergeleken met 50 massa% MDEA oplossingen. Met behulp van
de berekende radiale verdelingsfuncties hebben we aangetoond dat H2S sterkere
interacties heeft met de omringende moleculen, wat resulteert in een langzamere
diffusie vergeleken met CO2. Onze resultaten benadrukken de behoefte aan ver-
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schillende schaalfactoren voor atomaire ladingen voor de reactieproducten van CO2
met amines (𝜒𝑞producten = 0, 90) en H2S (𝜒

𝑞
producten = 0, 75) in met zuur gas beladen

waterige MDEA-oplossingen. We laten een significante afname zien in de zelfdiffu-
sie van vrij CO2, HCO

–
3 en MDEAH+ in CO2 beladen oplossingen, wat duidt op een

vertraging van de CO2 absorptie bij een toenemende CO2 belading. Dit is niet het
geval voor H2S-absorptie, aangezien de zelfdiffusie van vrij H2S, SH

– en MDEAH+

in met H2S beladen waterige MDEA-oplossingen geen significante veranderingen
vertonen bij toenemende H2S belading.
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